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Abstract

It is challenging to test applications and functions for which the correct output for arbitrary input cannot be known in advance, e.g., some computational science or machine learning applications. In the absence of a test oracle, one approach to testing these applications is to use metamorphic testing: existing test case input is modified to produce new test cases in such a manner that, when given the new input, the application should produce an output that can be easily be computed based on the original output. That is, if input $x$ produces output $f(x)$, then we create input $x'$ such that we can predict $f(x')$ based on $f(x)$; if the application or function does not produce the expected output, then a defect must exist, and either $f(x)$ or $f(x')$ (or both) is wrong. By using metamorphic testing, we are able to provide built-in “pseudo-oracles” for these so-called “non-testable programs” that have no test oracles.

In this paper, we describe an approach in which a function’s metamorphic properties are specified using an extension to the Java Modeling Language (JML), a behavioral interface specification language that is used to support the “design by contract” paradigm in Java applications. Our implementation, called Corduroy, pre-processes these specifications and generates test code that can be executed using JML runtime assertion checking, for ensuring that the specifications hold during program execution. In addition to presenting our approach and implementation, we also describe our findings from case studies in which we apply our technique to applications without test oracles.

1. Introduction

Assuring the quality of applications such as those in the fields of scientific calculations, optimizations, data mining, machine learning, etc. presents a challenge because conventional software testing processes do not always apply: in particular, it is difficult to detect subtle errors, faults, defects or anomalies in many applications in these domains because there is no reliable “test oracle” to indicate what the correct output should be for arbitrary input. The general class of software systems with no reliable test oracle available is sometimes known as “non-testable programs” [40]. These applications fall into a category of software that Weyuker describes as “Programs which were written in order to determine the answer in the first place. There would be no need to write such programs, if the correct answer were known” [40].

One approach to testing such applications is to use a “pseudo-oracle” [16], in which multiple implementations of an algorithm process an input and the results are compared; if the results are not the same, then one or both of the implementations contains a defect. This is not always feasible, though, since multiple implementations may not exist, or they may have been created by the same developers, or by groups of developers who are prone to making the same types of mistakes [28].

In the absence of multiple implementations, however, metamorphic testing [9] can be used to produce a similar effect. Metamorphic testing is designed as a general technique for creating follow-up test cases based on existing ones, particularly those that have not revealed any failure, in order to try to find uncovered flaws. Instead of being an approach for test case selection, it is a methodology of reusing input test data to create additional test cases whose outputs can be predicted. In metamorphic testing, if input $x$ produces an output $f(x)$, the function’s metamorphic properties can then be used to guide the creation of a transformation function $t$, which can then be applied to the input to produce $t(x)$; this transformation then allows us to predict the output $f(t(x))$, based on the (already known) value of $f(x)$. If the output is not as expected, then a defect must exist. Of course, this can only show the existence of defects and cannot demonstrate their absence, since the correct output cannot be known in advance (and even if the outputs are as expected, both could be incorrect), but metamorphic testing provides a powerful technique to reveal defects in such non-testable programs by use of a built-in pseudo-oracle.

To automate this process in a general-purpose implemen-
tation, it is necessary to specify the metamorphic properties so that a test engine can generate the test case inputs and know how to compare the outputs. Here, we present an extension to the Java Modeling Language (JML) [29], a behavioral interface specification language that is used to support the “design by contract” paradigm in Java applications. In JML, an application designer or developer can formally specify a module’s behavior by adding annotation comments within the Java source code, such as its assumptions (preconditions) or guarantees (postconditions), as well as any invariant properties. Numerous JML tools support “runtime assertion checking” [6] for ensuring that the specifications hold during program execution. However, to date none address the particular needs of functions that do not have a reliable test oracle, and JML itself does not support the mechanisms needed for metamorphic testing. Checking that the functions meet their preconditions and postconditions is not sufficient to demonstrate that the return value of the function is correct (or, rather, not incorrect) for the particular input, especially given that the correct output cannot be known in advance, and thus cannot be specified as part of the postcondition in terms of the input or precondition.

This paper makes three contributions: (1) a testing approach that uses a variant of metamorphic testing to perform quality assurance of functions in applications that do not have test oracles; (2) an extension to the JML specification language that allows for the specification of a function’s metamorphic properties; and (3) an implementation framework called Corduroy, which converts the specification of metamorphic properties into test methods, which can then be executed using JML runtime assertion checking (see Figure 1). In addition to presenting our approach and implementation, we also describe our findings from case studies in which we apply our technique to non-testable programs.

2. Background

We have previously explored an approach in which input was manually manipulated to perform metamorphic testing of applications without test oracles [31]. Here, we improve on that work in two ways. First, we refine the approach to perform metamorphic testing of individual functions, rather than of the application as a whole, to allow for the investigation of more metamorphic properties (and thus more test cases) and better fault localization. Second, rather than using one-off, ad-hoc scripts to modify the input data for metamorphic testing and to compare the outputs, we introduce an extension to the Java Modeling Language (JML) [29] to specify the functions’ metamorphic properties. These extensions, combined with the automatic generation of test code and translation into plain JML that invokes that test code, allow us to combine JML’s powerful specification capabilities with its “runtime assertion checking” [6] feature to check that the properties hold when provided any test input, which is assumed to previously exist. If the specifications are not met, then a defect has been detected.

A simple example - for exposition purposes only - of a function to which metamorphic testing could be applied would be one that calculates the standard deviation of a set of numbers. Certain transformations of the set would be expected to produce the same result. For instance, permuting the order of the elements should not affect the calculation; nor would multiplying each value by -1, since the deviation from the mean would still be the same (think about the values being “flipped” around the origin on the number line).

![Figure 1. Corduroy converts metamorphic properties into test methods and JML specifications that can be checked at runtime](image)

Furthermore, we know that there are other transformations that will alter the output, but in a predictable way. For instance, if each value in the set is multiplied by 2, then the standard deviation should be twice as much as that of the original set, since the values on the number line are just “stretched out” and their deviation from the mean becomes twice as great. Thus, given one set of numbers, we can create three more sets (one with the elements permuted, one with each multiplied by -1, and another with each multiplied by 2), and get a total of four test cases; moreover, given the result of only the first test case, we can predict what the other three should be.

Metamorphic testing generally would not be needed for this trivial example, but clearly can be very useful in the absence of an oracle: regardless of the values in the data set, and even if the correct output of an application or function could not be known in advance, if the outputs are not as expected, then there must be a defect in the implementation of the function. Although the use of these simple identities for testing numerical functions is not unique to metamorphic testing [14], the approach can be used on a broader domain of any functions that display metamorphic properties.

1 This could be real-world user input, but we assume for the purposes of this paper that the initial input is produced somehow in the lab.
Machine learning applications are a good example of non-testable programs that can be tested using this approach. For instance, anomaly-based network intrusion detection systems build up a model of "normal" behavior based on what has previously been observed; this model may be created, for instance, according to the byte distribution of incoming network payloads [39]. When a new payload arrives, its byte distribution is then compared to that model, and anything deemed anomalous causes an alert. For a particular input, it may not be possible to know \textit{a priori} whether it should raise an alert, since in this case that is entirely dependent on the model. However, if we take the new payload and randomly permute the order of its bytes, the result (anomalous or not) should be the same, since the model only concerns the distribution, not the order. If the result is not the same, then a defect must exist.

3. Related Work

Applying metamorphic testing to situations in which there is no test oracle has previously been studied by Chen et al. [10]. In some cases, these works have looked at situations in which there cannot be an oracle for a particular application [11]; in others, the work has considered the case in which the oracle is simply absent or difficult to implement [8]. However, this previous work has mostly looked at system-level testing as opposed to internal unit- and integration-level testing as we present here. Additionally, their work did not use any notation for specifying the metamorphic properties, but rather relied on a tester to manually perform the transformations; in this work, we automate those transformations using a specification language.

Other formal specification languages, such as Alloy [25], ANNA [30], Larch [21], Z [2], etc. could also be used as starting points for the specification of metamorphic properties. We have chosen JML as an implementation vehicle because it was already familiar to the authors, though in principle our approach could apply to any analogous assertion checking system.

Metamorphic properties are similar in some ways to algebraic specifications [14], though algebraic specifications often declare legal sequences of function calls that will produce a known result, typically within a given data structure (e.g. \texttt{pop(push(X)) == X} in a Stack), but do not describe how an arbitrary function should react when its input is changed. The runtime checking of algebraic specifications has been explored in [33] and [35], though neither work considered the specification of metamorphic properties, and the particular issues that arise from testing without oracles. Others have looked at the automatic detection of algebraic specifications, in particular [24], and of program invariants in general (e.g. DIDUCE [23], Daikon [17], Houdini [18], etc.). Even in the cases in which program invariants, algebraic specifications, formal specification languages are used to act as oracles (assuming they are complete, which may be an undecidable problem [36]), work to date has focused primarily on consistency checking of abstract data types [36] and has not sought to create oracles for applications and functions that do not otherwise have them.

Previous work on using JML for runtime assertion checking includes Cheon and Leavens' initial description of JML [12] and the JML4 extension to Eclipse [7], as well as tools like JAJML for handling loop annotations [22], DSD-Crasher for creating test cases based on invariant detection and both dynamic and static analysis [15], and JMLAutoTest for automatically generating and executing unit tests from JML specifications [42]. Our work adds to and complements this list by presenting an approach that is focused on metamorphic testing and applied in particular to programs without test oracles.

Last, Beydeda [5] identified the notion of combining metamorphic testing and self-testing components so that an application's metamorphic properties can be tested automatically, but did not present an implementation or use any particular specification language. And Kim et al. investigated a runtime testing technique that depended on mutation testing [27], which is superficially similar to our approach (in which we “mutate” the input, though, not the code), but they did not look at non-testable programs.

4. Approach

The approach we describe here is a variant of metamorphic testing in which the metamorphic properties of a function are specified using an extension to JML, converted to test code, and then checked as the program runs on test input data. Although this approach could conceivably be applied to any type of application or function, it is most useful for those without a test oracle.

For instance, as in the standard deviation example described above in Section 2, whenever the function is called, its argument can be passed along to a test method, which will multiply each element in the array by -1 and check that the two calculated output values are equal. This does not require a test oracle for the particular input; the metamorphic relationship specifies its own test oracle. It is true that if the two outputs are equal, they are not necessarily correct, but if they are not equal, then a defect must exist.

Our testing approach entails three steps:

1. **Specify metamorphic properties.** For each function to be tested, the software developer specifies its metamorphic properties using our extension to the JML specification language, described in Section 5. These specifications can either be placed directly into the code, or into separate files, as permitted by JML.


<table>
<thead>
<tr>
<th>additive</th>
<th>Increase (or decrease) numerical values by a constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>multiplicative</td>
<td>Multiply numerical values by a constant</td>
</tr>
<tr>
<td>permutative</td>
<td>Permute the order of elements in a set</td>
</tr>
<tr>
<td>invertive</td>
<td>Reverse the order of elements in a set</td>
</tr>
<tr>
<td>inclusive</td>
<td>Add a new element to a set</td>
</tr>
<tr>
<td>exclusive</td>
<td>Remove an element from a set</td>
</tr>
</tbody>
</table>

Table 1. Classes of metamorphic properties

In [31] we enumerated six classes of metamorphic properties, as summarized in Table 1, which can be used as guidelines for the specifications to be written in JML; although these represent only a sample set that were particular to the domain of machine learning applications, and other classes may exist, they should also hold for applications in other domains, and we have used those classes to guide the types of metamorphic properties that can be expressed in our extension to JML.

2. Convert the specifications into tests. In this step, the developer uses our tool, called Corduroy, to process the specifications and convert them into test methods. These test methods will be added to the original source code, as described in Section 6. Additionally, JML post-conditions will be added to each function’s specification so that the tests can be executed and the results can be compared.

3. Compile and execute the code. Using any JML-compliant tool, such as [7] or [12], the developer can then compile the code and execute it with its regular test cases. If the JML virtual machine supports runtime assertion checking and it is enabled, the functions’ post-condition checks will invoke the test methods generated in Step 2. If a test fails, then a defect has been detected.

5. Extensions to JML Syntax

Our approach extends the JML syntax to allow for the specification of metamorphic properties. As in JML, the properties are specified in annotations in the comments preceding the method with which they are associated, or in a separate file. In our extension, the metamorphic properties are specified in a line starting with the tag “@meta” and then are followed by a Java boolean expression that states the property.

```java
/*@
@meta \result == sine(x + 2 * Math.PI);
@meta \result == -1 * sine(-x);
@/
public double sine (double x) { ... }
```

Figure 2. Example of specification of metamorphic properties for sine using JML

Figure 2 shows a basic example for the sine function. It uses the metamorphic properties $\sin(\alpha) = \sin(\alpha + 2\pi)$ and $\sin(\alpha) = -\sin(-\alpha)$. Note that, assuming the method returns a non-void value, the JML keyword “\result” can be used to represent the method’s return value when specifying the metamorphic property, which is to be checked after the function has completed, so that the function need not be called again with the original input.

In this particular example, the property could in fact be specified without any modification to JML (using the “@ensures” keyword to specify it as a post-condition), but only if the function is pure, i.e. has no side effects. Our extension to JML not only allows for the inclusion of functions that have limited side effects (by restoring some parts of the state after the properties have been checked), but also adds additional syntax and built-in functions that facilitate the specification of metamorphic properties.

5.1. Comparing values

As it is written, the above example may fail even if the function is working correctly, due to imprecision in Java’s floating point calculations. For instance, the Math.sin function computes the sine of 6.02 radians and the sine of $(6.02 + 2 \times Math.PI)$ radians as having a difference of $7 \times 10^{-15}$, which in most applications is probably close enough, but is not exactly the same when compared using double-equals in Java, which would lead to a false positive in many cases. In order to simplify the specification of the metamorphic properties, our extension to JML allows floating point values to be compared using a built-in tolerance level, and the comparison returns true if the values are within that tolerance. Of course, if developers want finer control over the tolerance, they can explicitly take the absolute value of the difference and then comparing it to a tolerance, as is customary in JML.

5.2. Array functions

To simplify the specification of some of the types of metamorphic properties that we feel would be typical, based on our evaluation in [31], we have also added special keywords to the JML syntax, using the JML style of starting keywords and operators with a backslash. These allow for the execution of operations on arrays (of Objects or primitives) or on classes that implement the Java Collection interface that would used during the test; Table 2 explains these built-in functions.

An example of the use of these keywords appears in Figure 3. When calculating the standard deviation for an array of integers, shuffling the values should not affect the result, since the calculation does not depend on the initial ordering of the elements. However, multiplying each element by 2 is expected to double the calculated standard deviation.
Table 2. Additional keywords added to JML for manipulating arrays

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\add(A, c)</td>
<td>Adds a constant c to each element in array or Collection A</td>
</tr>
<tr>
<td>\multiply(A, c)</td>
<td>Multiplies each element in array or Collection A by a constant c</td>
</tr>
<tr>
<td>\shuffle(A)</td>
<td>Randomly permutes the order of the elements in array or Collection A</td>
</tr>
<tr>
<td>\reverse(A)</td>
<td>Reverses the order of the elements in array or Collection A</td>
</tr>
<tr>
<td>\negate(A)</td>
<td>If the elements in A are numeric, multiplies each by -1</td>
</tr>
<tr>
<td>\include(A, x)</td>
<td>Inserts an element x into array A</td>
</tr>
<tr>
<td>\exclude(A, x)</td>
<td>Removes an element x from array A</td>
</tr>
</tbody>
</table>

Figure 3. Example of using built-in array functions for specifying metamorphic properties

5.3. Conditionals

Some metamorphic properties may only hold under certain conditions or certain values for the input, for example if the input is positive or non-null. We allow for the inclusion of conditional statements when specifying metamorphic properties, using if/else notation as opposed to the question mark-colon notation currently supported in JML. Figure 4 shows an example.

Consider, for example, a function in a personal finance application that simulates market conditions and predicts the value of the user’s portfolio after a certain amount of time. This function may use a Monte Carlo algorithm that uses randomness to simulate many possibilities and then reports the average as its output. If the value of each holding in the portfolio is doubled, we cannot expect that the predicted value will exactly be doubled, since the function is non-deterministic, but we may be able to specify that the value should not be less than the original output, and perhaps should not be more than four times that value. Thus, we can specify this metamorphic property as demonstrated in Figure 5.

Table 3. Additional keywords for handling non-determinism in specifications

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\in { x ; S }</td>
<td>Returns true if the value x is equal to a member of set S</td>
</tr>
<tr>
<td>\inrange { x ; x_1 ; x_2 }</td>
<td>Returns true if x &gt;= x_1 and x &lt;= x_2</td>
</tr>
</tbody>
</table>

Figure 5. Example of metamorphic properties specifying a range of values

Although some of these metamorphic properties can be expressed in JML using boolean operators (such as logical AND and OR) within the relationship specification, these extensions should make the notation simpler and easier to understand, and reduce the chance of incorrectly specifying the metamorphic relationship.

6. Implementation

In this section we describe the implementation of our approach, called Corduroy. Rather than modify or extend any existing JML implementation, Corduroy acts as a pre-processor that converts the specification of metamorphic properties into corresponding test functions and pure JML specifications, so that the code can then be compiled by any JML-compliant tool. When the code is executed, if runtime assertion checking is enabled in the virtual machine, the JML specifications will invoke the test functions, and the metamorphic properties can then be evaluated.

Note that after Corduroy has pre-processed the code, runtime assertion checking can easily be disabled in the JML runtime environment, so that recompilation is not necessary; Corduroy does not “force” any runtime checking, it
only enables it. However, as Corduroy is not a compiler, but rather relies on the JML compiler tools, it does assume that the application code is free of syntax and semantic errors before it creates the metamorphic tests.

Corduroy starts its processing by making a backup of the Java source code, and then creates a new Java file. It then begins parsing the original source code: any code without corresponding JML specifications, as well as plain (non-JML) comments, is written to the new file as-is. When JML specifications are detected before a method declaration, they are temporarily put aside until the method has been completely read by Corduroy.

To enable the metamorphic testing for a given function, Corduroy creates a new method that will execute all its tests. If the name of the original method was “foo”, Corduroy creates a method “metaTestFoo” which returns boolean (to indicate whether it succeeded) and takes the same parameters as the original method “foo”, so that they may be passed to “metaTestFoo” for the testing. Also, if the method “foo” returns anything other than void, the test method also takes a parameter called “result” which is the result of the execution of the original method; since “metaTestFoo” is called after “foo” has completed, the return value of “foo” can be used in the metamorphic testing without having to call the method again. The “metaTestFoo” method is declared protected so that subclasses may use it in their own testing.

Corduroy will then start to write the necessary code to the new Java source file. JML specifications and Java comments are written first; then lines containing the metamorphic properties are written as regular Java comments. Next, Corduroy adds a JML “ensures” clause (or an “also ensures” if the method overrides one in a superclass) that calls the test method and checks that it returns true, indicating success. There is only one call to the test method, regardless of the number of metamorphic properties, and the single test method checks all the metamorphic properties. By using an “ensures” clause to invoke the metamorphic tests, we convert the specification of metamorphic properties (using our extension to JML) to pure JML such that no modification to the JML implementation is necessary. At this point, Corduroy writes out the code for both the original method and new test method to the Java source file.

To allow for limited side effects in the tests, the new test code makes local copies of the variables that are listed as “assignable” (or “modifiable”, which is a synonym) in the JML specification of the original method, and then restores them to their old values when the test method is done. For Objects, we check that they are Cloneable, so that the test code can use the “clone” method; if the class is not Cloneable, then it cannot be backed up. The test method is also declared as synchronized, so as to avoid any possible race conditions on these variables that may be caused by multiple threads accessing the same test method.

Although Corduroy allows for side effects with respect to variables labeled as “assignable”, it does not actually ensure that the method is “pure”, i.e. has no other side effects due to calling other methods. Obviously, it is possible that the runtime assertion checking may affect other parts of the application during its testing, so that other defects would be hidden or false positives would be revealed. To address this limitation, we are currently integrating Corduroy with Invite [13], a testing framework that allows for the execution of tests from within a running application, but in a separate sandbox so as not to affect its state. This will allow this approach to be used not only for testing in the development environment, but also for runtime testing in the deployment environment as well.

```java
protected synchronized boolean metaTestCalcInterest
    (double P, double r, double n, double t, double result) {
        double _balance = balance;
        try {
            if (!((result * result == principal * 
                   calcInterest(P, r, n, 2 * t)) == false) 
               return false;
            return true;
        } catch (Exception e) {
            return false;
        } finally {
            balance = _balance;
        }
    }
```

Figure 7. Example of specification from Figure 6 after processing by Corduroy.

Each metamorphic property as specified for the original method is translated into valid Java that checks that the boolean expression is true. To support the keywords added to JML by our approach, we use calls to a built-in Corduroy library of static methods. Each property is checked individually, and if an expression returns false, the test method returns false immediately. This means that the “ensures” clause in the original method will fail, and if runtime asser-
tion checking is enabled, the JML runtime environment will handle it accordingly.

As an example, consider a function in a BankAccount class that calculates compound interest, but as a side effect also updates the BankAccount’s balance. One of its metamorphic properties is that if the amount of time is doubled and the value is multiplied by the principal, the result will be equal to the square of the original amount of interest. Figure 6 demonstrates an example of the specification written using our extension to JML; Figure 7 shows the code after it has been processed by Corduroy.

Note that our approach intentionally does not dictate what action the application should take if a defect is discovered through the testing, i.e. if the post-condition assertion check fails. Rather, this is handled by the JML runtime environment, and would typically result in an exception being thrown; the stack trace of the exception would then indicate which metamorphic property did not hold. In this way, we have truly extended JML rather than modifying or overwriting a particular implementation.

7. Case Studies

To demonstrate the feasibility of our approach, we applied it to some open-source Java applications that fall into the category of “non-testable programs”. In particular, we looked at WEKA [41] and RapidMiner [1], which both provide Java implementations for numerous machine learning and data mining algorithms, and are popular tools for the development of Java machine learning applications.

Our testing involved the Naive Bayes, Support Vector Machines, K-Nearest Neighbors, and C4.5 implementations in WEKA 3.5.8, and the Naive Bayes implementation in RapidMiner 4.1. For each of these five applications, we first determined its metamorphic properties, using the approach described in [31]; note that this step did not even require viewing the source code or having knowledge of implementation details. We then annotated the corresponding methods with specifications using our extension to JML, used Corduroy to pre-process the source code, and then compiled it using the JML 5.6 compiler. Last, we used some of the data sets from the UC-Irvine Machine Learning Repository [32] to perform our testing, using the JML 5.6 runtime environment to execute the code; no command line options were set for the machine learning applications, so all defaults were used. Our approach did not require the modification of any of the original application code, however some code needed to be added to facilitate our testing (see “Observations and Analysis” below).

7.1. Machine Learning Fundamentals

Before presenting our findings, we supply some background about the machine learning terminology and the algorithms we investigated. Readers who are familiar with machine learning may skip this section.

In supervised machine learning, data sets consist of a collection of examples, each of which has a number of attribute values and, in some cases, a label. The examples can be thought of as rows in a table, each of which represents one item from which to learn, and the attributes are the columns of the table. The label indicates how the example is categorized. These applications execute in two phases. The first phase (called the training phase) analyzes a set of training data; the result of this analysis is a model that attempts to make generalizations about how the attributes relate to the label. In the second phase (called the classification phase), the model is applied to another, previously-unseen data set where the labels are unknown. In a classification algorithm such as the ones we have investigated, the system attempts to predict the label of each individual example.

The algorithms that we selected were chosen to represent different approaches to machine learning classification. Support Vector Machines (SVM) [38] and K-Nearest Neighbors (KNN) [3] are numerical approaches that treat each example in the training data as a point in N-dimensional space (where N is the number of attributes). When SVM generates a model, it creates a hyperplane that separates the points into classes, and then in the classification phase sees where each point in the data lies with respect to that hyperplane (i.e. which “side” of the hyperplane it is on). In KNN, the model is simply the coordinates of the points representing the training data, and an example is classified by looking at the K closest points (in N-dimensional space) and using a majority rules approach to decide on the classification.

Naive Bayes [26], by comparison, is a probabilistic approach that assumes independence between the attributes; the model is a formula that considers each attribute value and weights it by its likelihood of correlating with the label. Lastly, C4.5 [34] is an approach that builds a decision tree, in which branches represent conjunctions of attribute values and leaves represent how the example is to be classified.

7.2. Findings

We specified a total of 25 metamorphic properties for the five applications we investigated, as described in Appendix A. This section describes our most interesting findings.

Our analysis of all the algorithms indicates that, in the training phase, they theoretically should produce the same model regardless of the input data order. That is, permu-
ing the order of the examples should not affect the model, which only is concerned with the group as a whole. How-
however, we did discover an inconsistency in WEKA's SVM
implementation in which permuting the training data causes
it to create different models for different input orders. For
any non-trivial data set, in fact, this occurred even when all
attributes and labels were distinct - thus removing the pos-
sibility that ties between equal values would be broken de-
pending on the input order. An ML researcher familiar with
this algorithm told us that because it is inefficient to run the
quadratic optimization algorithm on the full data set all at
once, most implementations perform “chunking” whereby
the optimization algorithm runs on subsets of the data and
then merges the results [37]. However, this is one important
area, revealed by metamorphic testing, in which the imple-
mentation deviates from the expected behavior.

Additionally, the KNN and Naive Bayes implementa-
tions in WEKA both provide an API for updating a model
after it has been created by adding a new instance to the
training data set: we would expect that if training data set
T produces model M, and if there is an example e such that
training data set T' = T - e, and T' produces model M',
then when M' is updated using e, it becomes equal to M.
We discovered that the KNN implementation exhibits this
property, but in WEKA's Naive Bayes implementation, the
model created from a data set after it is updated with one ex-
ample is sometimes (but not always) different from a model
created from a data set containing that original example.
Moreover, we observed that if a data set is updated with
multiple examples, the number of differences between the
updated model and a model created from a data set already
including those examples had no correlation to the number
of updates. When we inspected the code, we discovered that
the update method does not correctly update the probability
estimates, thus causing a difference compared to the model
built using the entire data set.

We also detected a defect in the calculation of confidence
in RapidMiner's Naive Bayes classifier. The confidence
value is a (normalized) indication of how sure the algorithm
is about the classification it makes of examples in the clas-
sification phase. One would expect that if an example being
classified had previously existed in the training data set and
its confidence was c, and if the training data were modi-
ied so that the example existed twice, then upon classifica-
tion the confidence should be c/2, since the algorithm would
be twice as confident about its classification (a lower value
means “more confident”). However, this turned out not to
be the case. Further investigation revealed an error in one
of the normalization calculations; this was a known defect
in the version we tested, and was fixed in a later release.

Additionally, the two numeric algorithms, KNN and SVM,
both have a metamorphic property as follows. Assume
every attribute of the training data set T is numeric,
and produces a model M, which when applied to a new ex-
ample e produces a classification c. Now assume that each
attribute of T is multiplied by -1, to produce model M'. If
all attributes of e are also multiplied by -1, the classification
c' is expected to be the same as c. The reason is that, since
both KNN and SVM treat attribute values as coordinates in
N-dimensional space, negating all of the values simply ro-
tates the N-dimensional space around its origin point. In
KNN, the nearest points are still the nearest, and in SVM,
the hyperplane would also have been rotated, so the classi-
fication should stay the same.

Our testing did not demonstrate any defects in the KNN
or C4.5 implementations in WEKA; although the tests can-
not demonstrate correctness, either, since the correct output
cannot be known in advance, the fact that the tests passed at
least increases confidence in the implementations.

7.3. Observations and Analysis

The use of JML to specify metamorphic properties
would seem to work best for methods that both take in-
put and produce output, so that changes to the input of a
function can produce an output that can be predicted and
then analyzed easily. For instance, in both WEKA and
RapidMiner, all of the classes we evaluated contained meth-
ods that took a single example as input and produced a
classification as output. However, in the WEKA applica-
tions' training phase, there was no single method that took
the training data as input and produced a classification as output.
Rather, the training data was input as a parameter but the
model was represented by one or more member variables in
the class, modified by a side effect. Thus, to compare the
models after changing the input, a call to a separate method
was required, and there was no way to call all of the neces-
sary methods in one single-line JML specification.

However, to work around this restriction, we found that
it was rather straightforward to write a new test method that
would take as its arguments the example to be classified
and the result from the original method call, perform the
metamorphic transformation, call the necessary method(s),
and then compare the results. This method could then be
invoked via a JML “ensures” clause. Although the Cor-
duroy framework was not used in these particular cases to
generate the test code from the JML specification (the two
WEKA defects were found using this approach, in fact), the
overall testing approach of using metamorphic testing on a
“non-testable program”, enabled by JML runtime assertion
checking, still proved to be useful.

A simpler workaround was to create a new method that
would take the training data as a parameter, pass it to the
method to generate the model, call the method to get that
model, and then return the model. This very short method
could then be used as part of the specification of the meta-
morphic properties of the method that builds the model.

In summary, with very little new code, and no modification of existing code, we were able to create complex metamorphic tests for the five applications and demonstrate some inconsistencies and defects in three of them. Although in this case we have only focused on machine learning classification algorithms, in [31] we demonstrated that the metamorphic testing approach would also work for supervised ranking algorithms and for unsupervised machine learning, such as intrusion detection systems.

7.4. Effect on Testing Time

Given that (depending on the size of the input) some machine learning applications can take hours or even days to run, and given that our approach calls for methods to be executed multiple times, the impact on testing time becomes an immediate concern. It would appear undesirable to have an approach which could conceivably multiply the overall processing time by doing everything over and over.

However, we note that by specifying the metamorphic properties of individual functions, rather than of the whole application, it is only those functions that are executed multiple times, so the overall impact may not be as great.

For instance, we conducted an experiment using the UC-Irvine Machine Learning Repository “Census Income” training data set, which contains 32,581 examples. To determine which phase of the algorithms complete faster, we did both training and classification using this data set for the four WEKA algorithms investigated (tests were done on a Linux Ubuntu 2.7.1 server with a dual-core 3GHz CPU and 1 GB of memory). Table 4 demonstrates that C4.5 and SVM spend much of their time in the training phase, whereas KNN and Naive Bayes spend more time in the classification phase, though all to different extents. This indicates that the overall impact on testing time will be reduced if the metamorphic testing is focused on the portions that take less time, and our own testing reflected similar behavior.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Total time</th>
<th>Training time</th>
<th>Classification time</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>2.75.84s</td>
<td>1.03s (0.1%)</td>
<td>2.54s (99.9%)</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>9.25s</td>
<td>0.55s (6.0%)</td>
<td>0.55s (6.0%)</td>
</tr>
<tr>
<td>C4.5</td>
<td>4693.08s</td>
<td>8.74s (94.0%)</td>
<td>0.05s (6.0%)</td>
</tr>
<tr>
<td>SVM</td>
<td>4693.08s</td>
<td>4693.05s (99.9%)</td>
<td>0.05s (6.0%)</td>
</tr>
</tbody>
</table>

Table 4. Training and classification times for “Census Income” data set

Note that if JML runtime assertion checking is disabled, or if the application code is compiled using a regular compiler (i.e. not the JML compiler), then there is no testing performed as the application executes, so there is no performance overhead whatsoever.

8. Limitations and Future Work

To address the issues (described in Section 7) with existing code that is not written in a pure input/output fashion, we are considering modifying the extensions to JML so that a developer can specify a more complex sequence of metamorphic properties, instead of one simple boolean statement. However, given the workaround described above, we feel that the current approach itself is still sufficient to allow for metamorphic testing of such functions, albeit with some extra burden on the developers. Also, our approach currently only considers the metamorphic properties of individual methods. We are planning on extending the framework so that the metamorphic properties of an entire application can also be specified, perhaps using a more complex language than what is permissible in JML. However, this would make fault localization more difficult, which is a bit more straightforward in our current approach, given that we know which method’s metamorphic property did not hold.

Of course, JML only applies to Java, but we are currently investigating the development of a Corduroy framework for C programs, perhaps based on a specification language like SpecC [19]. And due to our use of JML, our current approach requires access to the source code so that it can be recompiled with the specifications in place to enable runtime assertion checking. A system like [20] could conceivably be used to dynamically insert the Corduroy-generated metamorphic tests into already-compiled code.

Additional future work may also include the automatic detection of metamorphic relationships, similar to the work that has been done in discovering likely program invariants [17] and algebraic properties [24]. It could also be argued that static analysis of the code may be able to determine whether these properties hold, and we have begun preliminary investigations. Further research will be required to determine what are the limits for such approaches when detecting and checking these metamorphic properties.

9. Conclusion

In this paper we have presented an approach to testing software without test oracles that combines metamorphic testing, runtime assertion checking, and the JML specification language. We have also presented an implementation called Corduroy, and have demonstrated its feasibility in testing applications in the domain of machine learning; others have shown that metamorphic testing is suitable for other types of non-testable programs as well [10], and our work here improves on that by building upon a well-known, widely available specification language in order to specify the metamorphic properties, and automating the generation of test input data and invocation of the tests. This approach could also be used in the testing of applications for which
there is a test oracle, and in particular would assist in creating new test cases (based on previous failed tests) for future regression testing and program evolution.

Addressing the testing of applications without oracles has been identified as a future challenge for the software testing community [4]. We hope that our findings here help others who are also concerned with the quality and dependability of such non-testable programs.
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A. Metamorphic Properties Investigated

Here we list all of the metamorphic properties we investigated for each of the five applications tested in Section 7.

A.1. WEKA C4.5

1. Permuting the order of the examples in the training data should not affect the model
2. Permuting the order of the examples in the testing data should not affect their classification
3. If all attribute values in the training data are multiplied by a positive constant, and an example to be classified is also multiplied by the same positive constant, the classification should be the same
4. If all attribute values in the training data are increased by a positive constant, and an example to be classified is also increased by the same positive constant, the classification should be the same

A.2. WEKA Naive Bayes

1. Permuting the order of the examples in the training data should not affect the model
2. Permuting the order of the examples in the testing data should not affect their classification
3. Updating a model with a new example should yield the same model created with training data originally containing that example
4. If all attribute values in the training data are multiplied by a positive constant, the model should stay the same
5. If all attribute values in the training data are increased by a positive constant, and an example to be classified is also increased by the same positive constant, the classification should be the same

A.3. WEKA KNN

1. Permuting the order of the examples in the training data should not affect the model
2. Permuting the order of the examples in the testing data should not affect their classification
3. Updating a model with a new example should yield the same model created with training data originally containing that example
4. If all attribute values in the training data are multiplied by -1, and an example to be classified is also multiplied by -1, the classification should be the same
5. If all attribute values in the training data are multiplied by a positive constant, and an example to be classified is also multiplied by the same positive constant, the classification should be the same
6. If all attribute values in the training data are increased by a positive constant, and an example to be classified is also increased by the same positive constant, the classification should be the same

A.4. WEKA SVM

1. Permuting the order of the examples in the training data should not affect the model
2. Permuting the order of the examples in the testing data should not affect their classification
3. If all attribute values in the training data are multiplied by -1, and an example to be classified is also multiplied by -1, the classification should be the same
4. If all attribute values in the training data are multiplied by a positive constant, and an example to be classified is also multiplied by the same positive constant, the classification should be the same
5. If all attribute values in the training data are increased by a positive constant, and an example to be classified is also increased by the same positive constant, the classification should be the same
also increased by the same positive constant, the classification should be the same

A.5. RapidMiner Naive Bayes

1. Permuting the order of the examples in the training data should not affect the model
2. Permuting the order of the examples in the testing data should not affect their classification
3. If an example that exists in the training data is classified, and the model is changed so that the example exists in the training data twice, the reported confidence should be half as much
4. If all attribute values in the training data are multiplied by a positive constant, the model should stay the same
5. If all attribute values in the training data are increased by a positive constant, the model should stay the same