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ABSTRACT

Using a discrete distance transform one can quickly build a map of the distance from a goal to every point in a digital map. Using this map, one can easily solve the shortest path problem from any point by simply following the gradient of the distance map. This technique can be used in any number of dimensions and can incorporate obstacles of arbitrary shape (represented in the digital map) including pseudo-obstacles caused by unattainable configurations of a robotic system.

This paper further extends the usefulness of the digital distance transform technique by providing an efficient means for dealing with objects which undergo motion. In particular, an algorithm is presented that allows one to update only those portions of the distance map that will potentially change as an object moves. The technique is based on an analysis of the distance transform as a problem in wave propagation. The regions that must be checked for possible updates when an object moves are those that are in its "shadow", or in the shadow of objects that are partially in the shadow of the moving object. The technique can handle multiple goals, and multiple objects moving and interacting in an arbitrary fashion.

The algorithm is demonstrated on a number of synthetic two dimensional examples.

1 INTRODUCTION

Given a digital map of distances to a goal (or goals), one can easily solve the shortest path problem to the goal(s) from any other point by simply following the gradient of the distance map [Montanari 68]. This technique can be used in any number of dimensions and can incorporate arbitrary obstacles (represented in the digital map) as well as pseudo-obstacles caused by unattainable configurations of a robotic system.

Through the years, researchers have proposed algorithms which compute digital distances assuming various neighborhood and approximations, e.g. see [Lee 61], [Rosenfeld and Pfaltz 66], [Rosenfeld and Pfaltz 68], [Barrow et al. 77], [Danielsson 80], [Borgefors 84a], [Borgefors 84b], and [Verbeek et al. 86].

Unfortunately, the above referenced techniques for digital distance transforms required complete precomputation of the distance after any object undergoes an unpredictable motion (all of the above can be trivially extended to handle periodic motion). However, it is obvious that, in general, even if an object moves unpredictably, there will large portions of the digital distance map that are unaffected.

The major advantages of an algorithm that updates only those portions of the distance map which are actually affected by a moving object are twofold. The most obvious advantage is the savings in computational effort. The less obvious, but possibly equally important, is that if it can be quickly determined that the current location of the "robot" is not in an affected region, the "robot" may be allowed to continue movement toward its goal while the distance map is updated in the background. Thus the robot motion would not be unnecessarily halted if an object entered its envelope but did not affect its goals.

Another possible use of the technique would be as part of high-level path planning in hostile environments. For this application, a system would hypothesize obstacle locations at some future time and could use the "update" algorithm to determine which regions of space could possibly (but not necessarily) interfere with the movement to the current goal. A simple variant of the algorithm could be used to actually predict the minimal velocity of a given obstacle before it could have a potential effect.

The next section presents some background on the constrained distance transform. Following that are sections describing the algorithm, describing the experimental testing, and then discussing the limitations of the current algorithm, and avenues for future research.

2 BACKGROUND: THE CONSTRAINED DISTANCE TRANSFORM

There have been many sequential approaches to the computation of Digital distance maps. These techniques differ mostly in their neighborhood definition, weighting schema, and "sweeping" algorithm. The algorithm for determining regions which will potentially be updated requires knowledge of the neighborhood and weighting functions. This section briefly introduces the constrained distance transform as presented in [Dorst and Verbeek 86] and [Verbeek et al. 86], both of which dependent heavily on the distance transform discussed in [Borgefors 84a].
Figure 1: Example showing the numbering of the 16 neighbors and their associated weights for a 2D CDT. For 16 neighbor real valued approximation to euclidean distance, the weights are \( d_1 = 1, d_2 = \sqrt{2} \) and \( d_3 = \sqrt{3} \). The minimal error integer approximation is given by \( d_1 = 3, d_2 = 7 \) and \( d_3 = 12 \). For 8 neighbor the real valued approximation uses \( d_1 = 1, d_2 = \sqrt{2} \) and \( d_3 = 0 \) and the best integer approximation uses \( d_1 = 3, d_2 = 4 \) and \( d_3 = 0 \).

Figure 2: DDM after various passes of constrained distance transform for a scene containing three goal points, and four objects. The lower left shows the DDM after the first pass. Lower right is after the second, upper left after the third and upper right is after the final (sixth) pass. Distances are represented as iso-distance contours. See text for more details.

In its general form, the constrained distance transform (hereafter CDT) allows computation in arbitrary dimensions, and with various neighborhoods. For simplicity, only the calculation of two dimensional digital distance maps (hereafter DDMs) is considered herein.

The general two dimensional algorithm begins with a definition of neighborhoods and weighting functions, see figure 1. This discussion assumes 16 neighbors as in the right of figure 1 and uses the integer approximations to the euclidean distance provided in that figure. Given that neighbors \( n_1, \ldots, n_{16} \) all have values \( v_1, \ldots, v_{16} \) which are the distances from that point to some goal point, then the distance from \( n_0 \) is simply \( \min_{i = 1, \ldots, 16} (v_i + w_i) \), where \( w_i \) is the associated weighting function. To allow obstacles in the distance map, one can generalize the values \( v_1, \ldots, v_{16} \) to include the value \( +\infty \) whenever the associated pixel is part of an object.

The serial version CDT algorithm is best described as two alternating passes. The exact number of alternations required depends on the number, shape and relative location of the obstacles. The odd passes sweep left to right over the image from top to bottom. As the pass proceeds, it updates the value at every non-infinite (i.e. non-obstacle) pixel, say DDM[i,j] according to the equation

\[
\min_{i = 0, 2, 3, 4, 5, 10, 11, 12} (v_i + w_i)
\]

where the \( v_i \) are the distance values of the associated neighborhood of DDM[i,j]. The even passes sweep from right to left, and from bottom to top. They update the value at every non-infinite (i.e. non-obstacle) pixel according to

\[
\min_{i = 0, 1, 6, 7, 8, 13, 14, 15, 16} (v_i + w_i)
\]

Because these passes alternate, the information first flows down and to the right but with some spreading on an angle to the left, see 2. On the alternate pass the information flows up and to the left, with some angular dispersion of information to the right. If there are multiple sources, or obstacles in certain positions, multiple passes will be required to spread the distance information throughout the image.

Given a DDM, the calculation of the shortest path from the current location to a goal point is achieved by simply following the gradient of the map. A mobile robot actually never needs to calculate the entire path; motion may be determined locally. This property allows the DDM technique to easily and efficiently deal with (although not anticipate) slippage and other problems with the robots inertial guidance. If the robot system has some means of determining its current location, it can continually plan the “shortest” path to its goal even though it can not actually follow that path accurately.

While the expressed purpose of the CDT is to allow one to easily solve the shortest-path problem, it can also be used to deal with the any-path problem. This is accomplished by planning the shortest path to a single “goal” (the one used to compute the DDM) from both the starting point and desired ending point. If there exists a path from the starting point to the “goal” (this can be easily determined from the DDM), the given technique will always find a path. This type of path planning, while generating inefficient paths, might be used as a simple mechanism of dealing with unexpected motions required by real time errors in an assembly task.

---

1. The inclusion of zero is necessary because the point under consideration might be a goal point.

2. One can actually do the computation in four (or 8 or 16) different passes. For four passes, one computes the above passes as well as one that sweeps top to bottom, left to right and another that sweeps bottom to top, right to left. It has been reported elsewhere, [Verbeck et al. 86], that this reduces the number of passes required to compute the CDT with obstacles.

3. If one uses only eight neighbors, the rem is modified by dropping terms above \( s = 8 \). This can greatly decrease the running time of the algorithm, but also increases the error of the transform as compared to the true euclidean distance.

4. However, due to the nature of digital distances, from any given point there may be two different directions of travel which result in two equi-distance paths. In such cases, the gradient is not uniquely defined, and the algorithm may choose direction of motion path, possibly using some other criteria to make the decision.
To summarize, the advantages of the CDT over other techniques for path planning include:

- It is fast and simple to compute. See the experimentation section for example timings.
- It can handle arbitrary shaped obstacles. In fact, they need not even be simply connected. (Multiply connected obstacles can arise when considering path planning in configuration-space.)
- If can be very efficiently updated if objects move.
- It is a better distance measure than true euclidean distance for those simple robotic carts which have limited angular movement (say 16 or 32 possible directions of motion).
- It can even be used to find “good” paths in situations where the robot cannot accurately follow the path (assuming that sensory data can be used to monitor the actual location).
- It is easily extended into higher dimensions (with enough memory).

3 Intelligent updating of a DDM when objects move

This section describes the algorithm for intelligent updating of a digital distance map when some number of objects in a scene have moved. It is assumed that all objects are given by polyhedral approximations. The algorithm for updating is done in two stages, computation of affected regions, and actual update. The latter stage employs the CDT from section 2 with a slight modification so that it does not require the scanning of the entire map, but only sections of said map.

If one considers iso-distance contours in a truly euclidean map without obstacles, the contours form circles. The shortest path from any point to the goal is then a straight line. If however, an obstacle is present, the shortest path is a straight line to the goal if and only if the goal is in “the line of sight” from the current location. Otherwise, the shortest path is a series of lines, to the obstacles, around the obstacles, and to the goal. If one examines the difference between a map without obstacles, and the map with a single obstacle, the difference forms a figure similar to a drawing of the shadowing of light by a planet, with regions of shadow, umbral, and penumbral, see Fig. 3. However, most of the map remains unaffected, with the percentage of unaffected area depending on the size and location of the obstacle. This type of treatment is easily extended to handle multiple goals. However, the multiple goals are not exactly the same as multiple light sources. The system can be viewed as two logically distinct phases. One phase is the calculation of potential update regions, and the other is the actual update of those regions. If care is taken, spatially disconnected potential update regions may be updated in parallel. These phases are discussed assuming a two dimensional problem using a $N$ by $N$ digital distance map. Note that the algorithm extends into arbitrary dimensions, although with an increase in complexity.

The actual update phase of the algorithm is a simple extension to the constrained distance transform which uses the defined potential update region (defined by an array) to limit the extent of the sweeps in each update pass. Care must be taken to insure that the boundaries of the region are correctly handled. The cost of this phase is generally a small fraction of the cost of a total constrained distance calculation.

The other phase of algorithm, i.e., the one that calculates the potential update region, assumes that each object is uniquely numbered and is described by an array of vertices. It is assumed that obstacles are also explicitly represented in the DDM as boundary pixels connecting the vertices. Boundary values are assumed to be coded such that they can be distinguished from distance values, and such that the index of the associated obstacle can be determined from the pixel value.

In addition to the $N \times N$ DDM and list of objects (stored as vertices), the algorithm uses two auxiliary arrays. The first of these, referred to as the update array, is a $2 \times N$ array of integers which, for each row of the DDM, stores the starting and ending column of the potential region for update. This implies that the update region is defined by raster lines, which is of course a simplification of the true update region. If the extra area updates becomes significant, the algorithm is easily modified to handle more complex descriptions of the update regions.

The second auxiliary array, referred to as the status array, is used to store markers indicating which objects has affected, may affect, or will affect the potential update region. When an object moves, its original position (if it existed, which is not assumed) as well as the new position of the object is used to extend the potential update region. Thus the addition of new objects is a simple type of motion.

The calculation of the potential update region is now discussed. Assume that the DDM is correct for the current list of obstacles. Then this phase begins by initializing the status array to indicate that for each object which has moved both its old and new positions will contribute to the potential update region.

The calculation of the potential update region is done iteratively, in six steps. These are:

Step 1 For each vertex in the objects definition, the algorithm uses purely local operations to determine which neighbor is closest to the goal, and the direction of travel from that neighbor to the goal. This neighbor is the initial location for expansion.

Step 2 While the current location has not encountered a boundary or another object, and it is not a local minima (this is possible only if the location is a goal, or if it is equi-distant from multiple goal points), then the current location is moved to a neighbor such that the gradient of the distance map at the neighbor leads to the current location. As this path is calculated, each step is checked against the definition of the update region, and if needed, the region is enlarged. Care must be taken to insure proper operation around obstacle vertices.

Step 3 If during the processing of step 2, the path encountered another object, then if said object has not already been added to the region (as determined by the marking array), the object may effect the region, and the object is so marked.
Step 4: With the expansion from a single vertex complete, the system moves on to the next vertex of the current object (assuming that it has one) and goes to step 1. If the current object is completed, the system moves on to the step 5.

Step 5: This step checks to determine if the objects which were labeled as “may affect” will actually affect the region. This is accomplished by determining if the any of the vertices of the object which are in the current update region, could “cast a shadow,” i.e., is the local gradient into the object (then no shadow) or around it (shadow). If any vertex could cast a shadow, the status of the object is moved up to “will” effect, otherwise the potential update region is expanded to include any portion of the object boundary in shadow, and then the object’s status is reset to having no potential. If any objects remain which will effect the update region, the system returns to step one, otherwise it goes to step 6.

Step 6: At this point, the system has enlarged the potential update region to the size required for the moved objects. It is now necessary to make a single pass over this region and reset all distance values to a large value, so that the actual update pass will correctly operate.

4 EXPERIMENTATION

Since the main goal of this research was the study and development of the algorithm to calculate the actual update region, little attempt was made to optimize the implementation of the update algorithm. However, the speed with which such calculations can be accomplished is of some importance in determining the value of the algorithm. For that reason, this section presents measures of the efficiency of the algorithm on various synthetic examples. While it would be nice to express the running time of the algorithm in terms of some of the input parameters, this seems impractical because the times are dependent on the interactions of the location(s) of the goal(s) as well as the spatial extent and layout of the obstacles.

One alternative is to present machine times, but these are too site dependent to be meaningful. Thus, we present two measures of the efficiency of the algorithm. These are the percentage of the area of the DDM which must be updated, and the relative time spent on each phase of the algorithm. The relative times will be presented in units, $\eta$, where one $\eta$ is the “average” cost of one pass of the constrained distance transformation on a 256 by 256 DDM. Each measurement is an average of 4 runs of the update algorithm. For those readers interested in the actual running time, $\eta$ was roughly 4.5 seconds of elapsed time (wall-clock time, not cpu time) and was measured on a Vax750, with a system load of approximately 1. Other researchers have reported running times of 2-3 seconds per pass, see [Dorst and Verbeek 86] and [Verbeek et al. 86]. Note that even these relative measures have dubious meaning, since they depend on the relative portion of the image occupied by the object(s) in motion.

The examples in this section are all completed using 16 neighbor connections on a 256 by 256 (32 bit wide) two dimensional map. The distances were calculated using the integer approximation described in Fig. 1. All examples assume the edges of the map are obstacles. The

Figure 3: Example showing “shadow” regions for simple objects with a single goal. Obtained by computing the difference between DDM with no obstacles and a DDM with one obstacle.

Figure 4: The results of “update” algorithm for a simple scene with 3 objects and one goal. The lower left is the DDM for original object configuration, lower right is the region of potential update (white region with thin black outline), upper left is after 1 pass of update CDT and upper right the final result of the update.
Figure 5: Example containing four goal points, and four objects, where object movement was on a large scale. Also note the termination of region as it enters the area affected by a different goal node.

examples are presented using iso-distance contours, and black outlined objects. The update regions represented as white space (no contour lines) with thin black outlines showing the beginning and end of the update region for each grid line.

The first example of the update algorithm is on a simple scene with three convex objects and a single goal point, see Fig 4. Note how the update region intersects a secondary object, and thus the object is included in determining the potential update region. The calculation of the DDM for these objects takes $5 \eta$. When the large square in the central portion of the scene moves slightly down and to the left, the calculation of the update region and preparation of that region for the update requires $18 \eta$. The percentage of the total area occupied by the update region is 38%. The time required by the actual update in this area is $1.6 \eta$. Thus the update algorithm was approximately 3.1 times faster than recalculating with the CDT which requires $5 \eta$ (i.e. passes).

The second example of the update algorithm is on the scene presented in Fig 5, and Fig 2, which has four goal points and 4 objects. The object which moved, did so on a large scale and was also deformed as it moved. Note that as the update region (generated by the upper object position) is naturally terminated by the algorithm as it enters the region of influence of a second goal point. The calculation of the DDM for the original object position takes $5 \eta$. The calculation of the update region takes .0008 $\eta$, and the preparation for updating takes .0002 $\eta$. The percentage of the total area occupied by the update region is 6.5%. The cost of the update in this area is $2 \eta$. Thus the update algorithm delivered approximately a 25 fold speedup.

Figure 6: Example with a complex “room” scene. In this case, the motion consisted of adding 4 obstacles. Note that because the object “shadow” of the object nearest the goal falls entirely on one side of a “room wall”, the wall does not effect the potential update region.

The final example of the update algorithm is on the complex “room” scene in Fig 6. In this case there is no motion, but rather 4 objects are added to the scene. This example demonstrates the capability of the system to use pre-stored DDMs for complex scene, and then update them if a few objects are added. This technique be especially useful in configuration space where large obstacles (the robot’s self intersection) will always exist, and will generate complex DDMs. This example also demonstrates the algorithm’s ability not to generate update potentials for large objects when a small shadow falls on them. Again, this is especially important in configuration space where many “large” objects will exist. The calculation of the DDM for the original object position (or the new position) objects takes $9 \eta$. The calculation of the update region takes .0008 $\eta$, and the preparation for updating takes .001 $\eta$. The percentage of the total area occupied by the update region is 25.8%. The cost of the update in this area is .99 $\eta$. Therefore the update algorithm delivered approximately a 9 fold speedup.

In another experimental setup, an object was placed so as to increase the cost of every distance in the “room” portion of the example in Fig 6. This results in the entire room portion of the scene being added to the update region. Thus the update would still require substantial computation time (9 passes over that region). However, the algorithm can determine the update region in only .01 $\eta$. If the path planning were currently occurring outside the update region, the path planning could continue as the DDM is updated in the background. This ability
5 Conclusions, Limitations and Future Work

This paper presented an efficient algorithm for the updating of digital maps when objects undergo motion, or are added to a precomputed DDM. The algorithm can intelligently deal with multiple goal points, arbitrary object interaction, including not increasing the update region when a small object moves in front of a large object. In situations where a small percentage of the DDM is affected, the algorithm can save significant computation time. Additionally, the algorithm can quickly decide if a given location will be potentially affected by the movement.

The major limitations of this approach are actually limitations of the DDM. These include: possible exorbitant memory requirements (especially for higher dimensions), the use of discrete distances, and the difficulty of representing obstacles in configuration space.

The current realization of the algorithm requires very large amounts of memory for higher dimensional problem. The interested reader may consult [Verbeek et al. 86] for an estimation of memory requirement in various dimensions and resolutions. While the DDM requires considerable memory, much of it is free space, and should be capable of being represented more compactly. Future work will explore the possibility of using quad-trees, oct-trees or related structures, e.g., see [Soetadji 86], [Kambhammpati and Davis 85].

The algorithm presented simply provides a means for updating the DDM after object motion is known. However, if the DDM is being used to represent configuration space, the calculation of obstacle motions is highly non-trivial, and may actually dominate the cost of updating the DDM. One avenue for future work is to investigate the use of rough but conservative approximations to the configuration space volume of an obstacle, e.g., see [Lozano-Pérez 87]. Then if the rough obstacle has no potential to effect the current path, the detailed calculations can be done in the background.

It is interesting to note that the regions that are updated, generally can be divided into three regions, the "fringe", the "umbra" and the "penumbra", see Fig. 3. Oddly, the pointwise difference between the distance in the penumbra region, and the distance in the same location without the associated object present is constant. Similarly, the difference between a large part of the umbra region is extremely regular. Future research will attempt to determine if this observation can be exploited to further reduce the complexity of updates.
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