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Abstract

This paper discusses the number theoretic problems of primality testing and factorization. It presents algorithms for these problems, and reports on six implementations. Original work is presented for three machines (DADO [Stolfo 83], the Intel Hypercube [Hypercube 86] and the Sequent Balance [Balance 86]). DADO runs primality testing and trial-divisors factorization. The Balance and Hypercube execute factorization by elliptic curves [Lenstra 86]. Work by other researchers is due to [Batcher 80, Pomerance 86, Silverman 86a, Wunderlich 86]: these implementations use a network of workstations, a special-purpose parallel sieve machine, and the Massively Parallel Processor (MPP). The 15K/processor memory of the current DADO2 machine was too small to execute the elliptic curve program, though it was ample for trial-divisors factorization.

1. Introduction

Section 2 presents algorithms for factorization and primality detection. Section 3 gives a description of the machines that run these algorithms, and section 4 describes the algorithm implementations. Section 5 provides experimental results.

One observation from these implementations is the importance of matching the program's communication requirements with the architecture's topology and bandwidth. For example, the Ethernet-based "batching network" of [Silverman 86a] uses a different variation of the quadratic sieve than the pipeline hardware of [Pomerance 86]; the MPP [Wunderlich 86] utilizes a different algorithm (continued fraction, CFRAC).

Factorization programs, due to their long running time, have special reliability requirements; these can be provided by algorithm-based fault tolerance [Huang/Abramson 84], as well as hardware [Carter 84] or software [Pradhan 86] methods. Reliability is thus an important aspect of factorization algorithms, though it is not the topic of the current paper.

2. Algorithms for Factorization and Primality

Two major problems in number theory which have practical applications are the recognition of prime numbers, and the factorization of composite numbers. The methods developed for these problems include [Dixon 84, Knuth 81, Pomerance 86, Rabin 80, Riesel 85, Silverman 86a, Wunderlich 86]. Primality tests include the Fermat test and the Solovay-Strassen test. Methods for factorization include the continued fraction method (CFRAC), the quadratic sieve method (QS), and the elliptic curve method. An introduction to the material can be found in [Schroeder 86].

Factorization is considerably harder than primality testing. The best known algorithms for factorization use nearly exponential time: \(O((\log n)(\log \log n))\). On the other hand, primality recognition is easy; the best deterministic primality testing routines are almost polynomial: \((\log n)^{O(\log \log n)}\).

2.1. Primality Testing

The easier of the two problems is recognition of prime numbers. Under the extended Riemann's hypothesis this is computed in polynomial time [Miller 76].

A particularly helpful theorem on prime numbers is Fermat's Little Theorem: for prime p and integer b not divisible by p, the following congruence holds: \(b^{p-1} \equiv 1 \pmod{p}\), p | b.

To test if a number w is prime, check if \(b^{w-1} \equiv 1 \pmod{w}\) for randomly selected values of b. Many such tests can be performed in parallel. If a b can be found for which the congruence does not hold, then the number w has been demonstrated to be composite (i.e., not prime). By execution of many independent trials of the same algorithm a decision (prime/not-prime) can be made with exponentially increasing certainty, although certain rare integers (called the Carmichael numbers) also pass the test. Nevertheless the Fermat test is studied empirically because it is easy to compute; indeed, "In testing primality of very large numbers chosen at random, the chance of stumbling upon a value that fools the Fermat test is less than the chance that cosmic radiation will cause the computer to make an error in carrying out a 'correct' algorithm" [Abelson 85].

The various provably correct primality tests include the deterministic algorithm of Adelman-Pomerance-Rumley [Adelman 83]. The probabilistic methods of Solovay-Strassen and Rabin [Rabin 80] are practical and have negligible errors. The APR algorithm is deterministic, and for all large n it will terminate within \((\log n)^{O(\log \log n)}\). A probabilistic expected polynomial time algorithm is given by [Goldwasser 86].

2.1.1. Finding the First N Primes: Possible Speedup Beyond Sieve of Eratosthenes

In various applications the first N primes are needed. The Sieve of Eratosthenes finds all prime numbers between 2 and N [Schroeder 86]. The Sieve works by initializing an array, called the sieve, to all the possibly-prime numbers less than N. It repeatedly finds the smallest number (which is necessarily prime) and removes all

multiples of this number from the sieve. The lower bound for the running time of this algorithm [Pritchard 81] is \(O(N \log \log N)\) additions with storage as low as \(O(N)\) bits.

As compared with the Sieve of Eratosthenes, the sublinear additive sieve [Pritchard 81] has lower complexity, \(O(N \log \log N)\) addition operations. For large \(N\) it may provide better practical performance as well.

I describe here a simple new algorithm that does better when massively parallel hardware is available. The system would be constructed from many thousands of simple components. Each executes a primality test with a small amount of control circuitry. This massively parallel algorithm, shown in figure 2-1, can also be used to find prime numbers in an interval \([M,N]\), \(M > 1\), or when \(N\) is extremely large and not every prime in the interval must be identified.

1. Store possible primes into unique processors,
2. Execute a fast primality test in each processor,
3. Read out the results.

**Figure 2-1: Parallel Primality Detection**

The data can be generated within the processors (thus no communication cost) by a simple function of the iteration number and the processor ID; for example, the value tested during iteration \(i\) in processor \(N\) is \(2 \times (i + N) + 1\); more powerful functions can be used to exclude products of the small primes.

The largest value of \(N\) for which the process is expected to obtain a prime number in execution of step 2 can be calculated from the density of prime numbers \(\pi(N) = \text{ln} N / \log(N)\) under the assumption of \((a) 10^9\) processors, and \((b)\) the procedure is useful only when interprime distance is less than the number of processors, to assure a new prime is discovered on each iteration. The maximum size occurs at \((X + 10^8) \log(X + 10^8) = X / \log(X) + 1\); thus \(X = 10^{10^8}\).

### 2.2. Factorization

Factorization, naively or by sophisticated methods, has received considerable attention because its difficulty is the basis of many data encryption techniques. A naive technique, called the method of trial divisors, is to simply divide a number by the first \(N\) primes. Powerful methods use quadratic congruences or elliptic curves.

The congruence methods (CFRAC, QS) solve the congruence \(X^2 = Y^2 \mod N\) to obtain factors \(gcd(X + Y, N)\) or \(gcd(X - Y, N)\). The elliptic curve method is a recent technique developed by [Lenstra 86].

#### 2.2.1. Trial Divisors

The technique of trial divisors is a simple method, and more powerful methods (CFRAC, for example) depend on it. It factors \(N\) by many divisions of small prime numbers. It is a good chance that some of the primes will divide \(N\). If the numbers fail to factor \(N\), the primes may be used as seeds to generate additional possible factors, as described in [Riesel 85]. The computation \(k^2 + 1 (p\ prime)\) for small values of \(k\) will generate possible factors that can be tested as trial divisors with no additional data. This method has been demonstrated on the DADO machine, see section 4.4.

#### 2.2.2. Quadratic Sieve (QS)

Fast factorization by [Silverman 86a, Pomerance 86] solves the above congruence by solution of quadratic equations to generate possible solutions. The basic algorithm as described in [Silverman 86b] works by:

1. Selection of a factor base, FB
2. Solution of a quadratic equation for all primes \(p_i \in FB\)
3. Initialization of a sieve array over \([-M,M]\)
4. Sieving, in which \(\forall p_i \in FB, \ log(p_i)\) is added to the sieve array according to the roots found in step (2)
5. Scanning of the sieve array for the roots of the quadratic equation of step (2)
6. Collection of factorizations, and testing in the congruence.

Several algebraic methods have been described to make this process efficient. These include the selection of quadratic polynomials and bounding the size of the factor base. Other methods, such as the "large prime variance" further accelerate the process [Pomerance 86].

#### 2.2.3. Continued Fraction (CFRAC)

The continued fraction method, like QS, uses a slightly different way to construct pairs \((X, Y)\) that solve \(X^2 = Y^2 \mod N\). The CFRAC method uses trial divisions at a key step. Thus it is well suited for a machine that performs parallel trial divisors. The MPP [Wunderlich 86] is one such machine.

CFRAC finds \((X, Y)\) by generating sequences \((Z_i)\) and \((Q_i)\) such that \(Z_i^2 = Q_i \mod N\), and then determines the set \(Q = \{Q_1, Q_2, \ldots Q_n\}\) such that \(\prod Q_i = Y^2\). The \(Q_i\) are trial divided and the subsequent processing uses only the values that completely factor. For \(X = \prod Q_i \mod N\) the method may obtain a solution to the congruence \(X^2 = Y^2 \mod N\).

The difficulties with the CFRAC are to determine \((Z_i)\), \((Q_i)\), and to determine \(Q\). The first problem solved by computation of the continued fraction expansion, \(\phi = (P + \sqrt{D}) / D\), \((P, D, Q \in I, D > 0)\).

The second problem is solved by establishing a prime base \(P = \{p_1, p_2, \ldots p_k\}\), where \(p_i\) are distinct primes and each \(Q_i\) is completely divisible by primes in the base, that is \(Q_i = \prod p_i^{\alpha_{ij}}\). If \(Q_i\) are known then linear dependencies can be found among the \(\alpha_{ij}\) values. These dependencies are used to construct \(Y^2\).

#### 2.2.4. Elliptic Curve

A method for factorization which is not based on the quadratic congruence is the elliptic curve method. This method has a running time that depends on the size of the prime factors of \(N\). According to its inventor W. H. Lenstra, the method works by selecting a random pair \((E, P)\), where \(E\) is an elliptic curve over \(Z/nZ\) and \(p\) is a point on \(E(Z/nZ)\). Next one calculates \(P_k = \text{lmn} 1, 2, \ldots, k\) for \(k = 1, 2, \ldots\) and one looks whether \(P_k\) reduces to the zero element of \(E(Z/nZ)\) for some non-trivial divisor \(d\) of \(n\) [Lenstra 85].

Parallelization of the elliptic curve can be accomplished in two ways. The first is use of multiple curves, and the second is to accelerate the operations on each curve. Speedup linear in the number of processors can be accomplished by use of many processors. Each of the processors can be accelerated further by providing pipelined components.

By factoring with several curves one can exploit the probabilistic version of the elliptic curve method. This is mentioned in [Lenstra]: "Draw three elements \(a, x, y \in Z/nZ\) [and factor each with one curve]." This process can be repeated until a non-trivial divisor of \(n\) is found.
2.3. Randomized Algorithms

Random numbers are needed by the probabilistic tests and the elliptic curve method. Statistical independence [Knuth 81] is needed between each sequence. In the parallel environment this independence may be challenged by variations in computational load or system reconfiguration. This section describes literature and methods to address this problem.

The first method of generating random numbers uses a single source, for example, a central host processor to supply each processing node with random numbers. This requires a communication channel to distribute the values. It is resilient against changes in load because the random numbers are distributed as needed. However, it may be impossible to repeat the sequence, as required for debugging in particular.

The second method places the random generator program into each processor, and initializes each copy with a different seed. Because the seeds are different, the sequences will be different; the acceptability of this arrangement is application dependent. A difficulty occurs if several processors produce the same sequences, except out of phase with each other. Unwanted correlations between the sequences might thereby result.

A variant of the above approach guarantees that sequences do not overlap. A pre-processing step runs the generator for sufficiently many cycles. A number \( N \) of intermediate seed values are saved, where \( N \) is the number of parallel processors to use. The seeds are saved at an interval larger than the number of primes that will be needed by any processor. One of these saved seed values is subsequently assigned to each process to initialize the randomized number generator. In this variant, the system reconfiguration may change the distribution of random values. Repeatability, however, is available within each processor.

Parallel generation of random numbers is discussed in [Kalos 86]. Methods include Tausworthe generators, composite generators, and Lehmer trees.

3. Machine Descriptions

As stated in the introduction, the six machines (DADO, Hypercube, Balance, workstation networks, parallel pipeline, and MPP) factor numbers in different ways. The DADO machine executes a primality test and trial divisors factorization. The Hypercube and Balance machines run the new elliptic curve method. A network of 10 SUN workstations [Silverman 86b] has factored the 87 digit number \( 2^{178}+1 \) in a week [Silverman 86a] by use of the QS algorithm. Even faster results are obtained with special-purpose sieving hardware [Pomerance 86]; this carefully tuned pipeline machine can factor a 100 digit number in a month and is both fast and cost-effective. The Massively Parallel Processor (MPP) supports an implementation of CFRAC [Wunderlich 86].

3.1. Batching Network

Silverman uses a network of 8 - 10 SUN-3/75 workstations with Ethernet interconnect. The stations can execute independently, and can also be arranged into a logical star configuration. Indirect synchronization is achieved between the host and each satellite. The host blocks, awaiting output by a satellite or a timer interrupt [Silverman 86a].

Provided the central "hub" remains functional the machine will not fail, though its performance may be degraded. If the "hub" fails the system must be restarted and checkpoint information retained on stable storage allows a restart from the previous iteration.

3.2. Parallel Pipeline Sieve

Pomerance, Smith and Tuler [Pomerance 86] have proposed special-purpose sieving hardware for QS factorization. The use of such hardware should solve the problem in a cost effective manner (recalling it is almost exponentially hard). Their design is carefully customized for the problem.

The special purpose hardware includes a pipe component. This hardware is constructed of block processors, each with about 216 bytes of memory. These are connected with a smart I/O buffer. The pipe can flow information both forward and backward. This unit performs sequences of well-defined arithmetic operations, and two progressions can be in progress simultaneously.

The interconnection network is both a pipeline and a bus. The pipeline is used to pass sieve elements. The bus is for global initialization of instructions, and for control. The capacities of both pipe and bus are designed for the expected demands of sieving, generation of polynomials, and communication of partial results.

3.3. Massively Parallel Processor

The MPP consists of 16384 PEs, each with a 1K bit memory, operating in lock-step. It was intended for image processing. The hardware consists of an I/O control unit (IOC8), a PE control unit (PECU), and a main control unit (MCU). The PECU is microcoded. The MCU can invoke PECU parallel routines. A VAX serves as a frontend. See [Batcher 80, Schneck 87] for more information on this machine.

3.4. Tree Machine — DADO

DADO [Stolfo 83] is a binary tree-structured multiprocessor architecture incorporating thousands of moderately powerful processing elements (PEs). Operational is a DADO2 computer configured with 1023 PEs and 16 megabytes of RAM; this machine is approximately the same hardware complexity as a VAX-11/750. Each PE consists of a programmable microcomputer with a modest amount of local memory (in the range of 16K bytes) and a specialized I/O chip designed to accelerate inter-PE communication. A fast production version of the machine may comprise many thousands of processors implemented in VLSI technology.

The execution modes of a DADO PE are unique. Each PE may operate in SIMD (Single Instruction, Multiple Data stream) mode [Flynn 72] whereby instructions are executed as broadcast by some ancestor PE in the tree. Alternatively, a PE may operate in MIMD (Multiple Instruction, Multiple Data stream) mode by executing instructions from its local RAM. Such a PE may, however, broadcast instructions for execution by descendant PEs in SIMD mode.

3.5. Shared Memory — Sequent Balance

The Sequent Balance 8000 [Balance 86] is a shared-memory multiprocessor. Several processor boards (eight on this machine) and a number of memory boards are connected by a high-speed bus. Each board runs an autonomous UNIX system. Process synchronization is through signals or semaphores as provided by Unix. The architecture is optimized to minimize bus contention by use of cache memory. Cache consistency is maintained by having one primary copy for each cached memory location; multiple readers are updated when the primary is written. In this manner, semaphores do not put unnecessary load on the bus.
3.6. Message-Passing — Intel Hypercube

The Intel Hypercube [Hypercube 86] is a message-passing architecture with a hypercube interconnection network. The machine used for this experiment has 32 processors. Each processor can communicate with the 4 adjacent corners of the five dimensional hypercube. Each processor supports multiple processes and communication channels. Message-passing routines allow communication between other processors and the host processor.

4. Implementations

4.1. Batching Network (QS)

The Mitr Corp Corporation has implemented the quadratic sieve in [Silverman 86b, Silverman 86a]. These implementations of the quadratic sieve make use of a network of workstations. By use of multiple polynomials, the parallel implementations achieve speedup almost linear in the number of processors. Each processor is of conventional design.

Two methods of parallelization are reported. Both use only standard Ethernet hardware and UNIX communication.

The first method has a standalone version of QS on many machines with different starting values. Each machine does its own Q(r) factorization and maintains its own restart file on independent disks. Each machine runs independently and a N-fold speedup with N machines results.

The second method uses a star topology of a central host logically connected to satellite processors. The host provides special functions, and the satellites sieve for possible factors. This helps to assure reliability in the face of processor failures. The host responsibilities are:

- The host computes the sieve polynomials, and keeps a
  - stack of values to keep the troubles busy
- The host stores factorizations as reported by the satellite processors
- The host monitors the satellite processors. When a satellite becomes available, it is loaded with software, a partial factorization, and a sieve interval. It then begins factorizing independently from the other workstations.

The host prepares fresh polynomials while the satellites sieve. The polynomial selection can also be parallelized. It needs to be done quickly and efficiently, since "with an efficient algorithm for doing this (computation of (1/2A) mod p) such as the extended Euclidean algorithm, one must typically do [it] thousands of times when changing polynomials" [Silverman 86b].

The efficiency of this approach is improved by several methods. These include (1) estimation of logs to allow use of a sieve array built of single-byte cells, (2) use of a sufficiently large wordsize to store the factor base without use of multiple precision arithmetic, and (3) acceleration of the sieve by small-prime and large-prime variation. In particular, the algorithm is highly dependent on fast multiplication and division. For example, there is an order of magnitude speedup when the processor is changed from a 16x16 bit multiply to a 32x32 bit multiply.

The PEs note if they should report a result. They report, if appropriate, any factors which are sent to the host processor when time is available.

4.2. Parallel Pipeline Sieve (QS)

Pomerance’s implementation of the quadratic sieve uses 5 stages, each constructed from off-the-shelf hardware.

Stage 1 preprocesses the data to solve a congruence and manipulate the factor base. Stage 2 initializes the sieve to prepare a polynomial and data. This is done in a sequential piece of hardware. In stages 3 and 4 it breaks the polynomial interval into several pieces. It then uses several purpose parallel pipe units to sieve in parallel. Stage 5 computes linear dependencies. This algorithm can require large amounts of storage. Alternatively it can be solved by "sparse encoding of vectors and quick elimination of large primes by Gaussian elimination." [Pomerance 86] or other techniques. Pomerance uses a CDC Cyber computer to solve this by an elimination process.

Unlike [Silverman 86a], fault tolerance is not described in the current design. If the machine consists of 15,000 components, each with a failure rate of 10^-7/hour, then at least one fault is expected to occur during the month required to factor a 100 digit number. This assumes that no errors occur during communication between the phases of computation, and is optimistic because of the fairly fast 70ns components. Factorization of a 150 digit number requires a full year, and many faults would probably occur during this time. Error-correcting components, particularly memory, can improve the reliability considerably.

4.3. MPP (CFRAC)

The work of Wunderlich and Williams [Wunderlich 86] implements the continued fraction method (CFRAC) on the MPP machine. The MPP was built for image processing. It exploits 16K small processors.

The implementation is to generate pairs (Q, A) and perform trial factorization over P of the Q’s. The formulas

\[ P_{k+1} = q_k Q_{k+1} - P_k \]
\[ Q_{k+1} = (Q_k P_{k+1}) / Q_k \]
\[ q_0 = (P_{k+1} + d) / Q_{k+1} \]  \( (i = 0, 1, 2, \ldots) \)

are expanded in parallel on the MPP by computing tuples

\[ S_i = ((-1)^i Q_n, P_n, A_{n-1}, A_{n-2}) \]  \( (i = 1, 2, 3, \ldots, 16384) \)

These values are loaded into the ARU of the MPP to factor the Q values. The factorization is done by trial divisors in parallel. Each PE stores a unique Q value. Each PE also stores the same sequence of 15 prime numbers. These primes are divided into the Q values simultaneously. Pipelining further increases performance. (See section 5.4 for a description of the trial divisors task on the DADO computer.)

4.4. Tree Machine (DADO) with Trial Divisors

Observe that all divisions can be performed independently in parallel. All divisions are (nearly) equally likely to divide a. The parallelization is:

1. Store unique primes p into each PE
2. Store a into all PEs
3. Each PE divides values of p and k+p+1 into a
4. Print the values which divide a with zero remainder.

This trial-division technique can accelerate many algorithms. For example, it can be used as a subroutine for the quadratic sieve. A similar technique has been used by [Wunderlich 86] in an implementation of the continued fraction method (see above).

4.4.1 Primality Testing

To execute probabilistic primality tests and experimentally address the resource utilization question, a load balancing scheme was developed. Each processing element (PE) stores software for a randomized algorithm, and a unique processor identification number (PE.ID). The software consists of a random number generator, any randomized routine (in this case a probabilistic primality-tester), and the communication/control routines necessary to coordinate activity with the host. A decimal arithmetic package (modulo 255 arithmetic) permits storage and arithmetic on large numbers.
For example, a code will be implemented for the hypercube using the elliptic curve method to solve the problem. The primary source of parallelism in this problem is the modular exponentiation operation. For the hypercube, the communication involves the two processors at the center of the hypercube. The traditional form of the problem is then modified to allow for communication between the processors. The following equation is used to calculate the total number of iterations performed.

$$\Pi(n)$$

4.1. Shared Memory Implementation

The hypercube has a shared memory implementation. The primary source of parallelism is the shared memory. The problem is divided among the processors based on the number of processors available. For the hypercube implementation, the communication between the processors is done by using shared memory. In the shared memory implementation, the processors are aware of the data stored in the shared memory. The shared memory is divided among the processors based on the number of processors available. The communication between the processors is done by using shared memory. The shared memory is divided among the processors based on the number of processors available.

4.2. Message-Passing Implementation

The hypercube has a message-passing implementation. The primary source of parallelism is the message-passing. The problem is divided among the processors based on the number of processors available. For the message-passing implementation, the communication between the processors is done by using message-passing. In the message-passing implementation, the processors are unaware of the data stored in the shared memory. The shared memory is divided among the processors based on the number of processors available. The communication between the processors is done by using message-passing. The shared memory is divided among the processors based on the number of processors available.
The hypercube implementation is shown in figure 4-4. The italicized routines provide for communication and control by invocation of system functions in a structured manner.

The host initiates the program by loading the node program into the hypercube. The host then sends parameters to the cube (store_parms), sends a start message to the cube (start_cmd), and then enters the loop shown above to read answers from the cube (read_cube). The host echoes the data sent from the cube.

Independent node executions in each processor read parameters from the host, wait to receive a start message, and repeatedly run the factorization routine attempt. When a factor is found the ANS_OK message is transmitted to the host.

5. Experimental Results

5.1. Batching Network of Workstations

The overall performance of the batching network program is very efficient from a workstation utilization perspective. Silverman finds that:

utilization of satellite processors is virtually 100 percent, efficient ... one can hook up enough satellites to overwhelm the host, but in that case one can implement multiple stars ... and hook the various hosts together. [Silverman 86a].

The program factored a "typical 60 digit number" in less than an hour using 8 processors, in contrast to 6 hours for only one processor. The statistics are reproduced in figure 5-1, which was extracted from more detailed information in [Silverman 86a].

Caron and Silverman have not measured the resource utilization, such as the actual communication, paging, and CPU cycles. There is therefore some uncertainty about precise resource utilization. This stands in stark contrast to the detailed resource analyses presented for the special-purpose hardware approach in [Pomerance 86]. Nevertheless, the speedup is significant.

<table>
<thead>
<tr>
<th>DIGITS</th>
<th>CPU Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>69</td>
<td>75</td>
</tr>
<tr>
<td>70</td>
<td>88</td>
</tr>
<tr>
<td>71</td>
<td>135</td>
</tr>
<tr>
<td>72</td>
<td>155</td>
</tr>
<tr>
<td>73</td>
<td>210</td>
</tr>
<tr>
<td>74</td>
<td>345</td>
</tr>
<tr>
<td>75</td>
<td>425</td>
</tr>
</tbody>
</table>

Figure 5-1: Quadratic Sieve Parallel Factorizations

5.2. Parallel Pipeline Sieve

The machine should be able to factor any 100 digit number in 28 days [Pomerance 86]. The basis of the above estimate is that the machine needs 5 seconds to generate a new polynomial, and during this time sieves at the rate of 27,600,000 values/second. This is based upon a 70 nanosecond cycle time, a memory size of 216 in each pipe unit, and 25 pipes.

The estimated performance for 100 digit numbers is based upon assumptions of overlap and good hardware utilization. It is expected that the custom-tailored design will result in the efficient utilization required. The hardware has been kept somewhat flexible to accommodate modifications.

5.3. Massive Parallel Processor — MPP

The program factored a 62 digit number in 14 hours (plus time on the CDC for final processing). Use of several variations to CFRAC, such as the large prime variation strategy [Pomerance 86], are expected to improve performance. In conjunction with a CDC 7600 (for the final elimination phase) "we could expect to factor a 60 digit number in a total of less than 35 minutes" [Wunderlich 86].

5.4. Tree Machine (DADO) — Trial Divisors

The following shows the use of trial divisors without generation of possible-primes from prime seeds. In this example it is executed on 10 and 14 digit numbers, using the 1023 node DADO2 computer.

5.4.1. Fermat Test

The Fermat test on DADO machine works both as a benchmark, and also to generate large prime numbers. Several 50 digit pseudo-primes were generated on the DADO machine in about 1 minute each. By use of 210 processors a 1000-fold speedup is obtained, assuming each processor always performs useful work. This can be assured by giving each PE a queue of numbers to test, or by generation of unique numbers in each processing element.

Significantly, by testing a different possible-prime in each processor, the random sequences do not even have to be different in each processor to find large pseudo-primes, and thus a linear speedup can be obtained in this process. This is done by storing a different possible-prime number in each processor. By use of N processors, the machine can test N numbers in the time it would have taken a uniprocessor to test just one number.
5.4.2. Resource Use in the Fermat Test

The effective use of parallelism requires that, for any given possible prime, each Fermat test is independent. A simple model provides the basis for static load balancing, in which the initial allocation of work avoids hot-spots. The host computer provides numbers that are likely to be prime, by virtue of having passed one iteration of a probabilistic (or other) test. The parallel machine then performs additional tests on these pre-filtered numbers.

Due to the synchronous nature of communication on DADO2 it is useful to balance the work allocated to each processor. There is enough information to statically load-balance between the host and the parallel machine; in particular, the prime density function gives the density of prime numbers in a given interval. The convergence behavior of the algorithm is known, as are the rates at which the host and the DADO can conduct a test (see figure 5-3).

The statistics here show various cluster sizes, ranging from 1 to 8 processors per cluster. The results have not been scaled to indicate technology advances, and specialized hardware performs significantly faster. For example, the main computational step of the Fermat test is the \texttt{expmod} function. Gallium-Arsenide (GaAs) chips have been marketed for this function, and are significantly faster than the 8-bit simulated arithmetic used here. Likewise a faster “big number” arithmetic package could be implemented with significant performance improvements.

The major bottleneck in performance is the 8-bit processors. Each processor is considerably slower than a VAX 750 (both machines run the same multiple-precision software package). By use of the 10^3 processors in DADO there is nevertheless a factor of 10^2 speedup over the VAX, as shown in figure 5-3.

cesh> dedload load factor DADO2
  Program up!
  Files of prime numbers
  primes?
  Root 3, Mach=3512.
  3512 primes loaded
  Number? 5112663011
  17 17333 17351
  Tick=11, time= 0.715
  Number? 88842745142147
  17 17333 17351 17377
  Tick=19, time= 1.235
  Number?
  All done
  cesh> exit

cesh is the system prompt.

Figure 5-2: Execution of Trial Divisors on Tree Machine

Figure 5-3: Comparison of DADO with VAX for Fermat test

Figure 5-4 shows the utilization as a function of the number of iterations between communication (inter-communication time), for various cluster sizes and preprocessing. An inter-communication time of 1 indicates that each processor communicates with the host after every execution of the Fermat test. Larger values indicate more iterations between communications, thereby reducing the communication overhead but perhaps leaving some processors underutilized. The details in figures 5-5 and 5-6 show the effect of changing inter-communication time.

Figures 5-5 and 5-6 show the detailed running time and utilization for various values of inter-communication time. The numbers being factored are not listed; instead the index in a common data file is provided. This simply saves space and communication time during program execution.

The graph (figure 5-4) distinguishes between “filtered” and “unfiltered” data. Unfiltered data is randomly chosen odd numbers, whereas filtered data excludes those numbers divisible by small primes. As might be expected, the utilization is better for filtered data than for unfiltered data. Performance is most sensitive to the inter-communication interval. The filtered data shows better utilization than the unfiltered data, as expected.

A cluster size of 1 indicates that each possible-prime is stored in only one PE, and thus only one Fermat-test is performed on that number at any time. A larger cluster size indicates the same possible-prime is stored into each of several processors. Each processor will execute independent Fermat tests on that processor. This can accelerate the testing of a number, since more tests can be performed simultaneously.

Figure 5-4: Performance of Fermat Test on DADO

992 processors in use

Unfiltered 8 PE/clus
Filtered 1 PE/clus

The results in figure 5-5 allow only 1 iteration between communications, and show excellent performance. Note, however, that there are 8 processors in each cluster and thus the efficiency may be as low as 1/8 the utilization listed (because it is possible that all processors found the number to be composite, and therefore many of the processors performed redundant work). An improved experiment would record the answers obtained in each processor and determine how many processors found a disproof. The efficiency figure could then be calculated.

Data elements of particular interest have been underlined. Note that the composite numbers in figure 5-6 are processed more quickly than the prime numbers, yet are nevertheless resident in the machine for as long.
The performance is most sensitive to the number of iterations between communication. An intercommunication time of 1 gives the best utilization, about 99% (see figure 5-5). In contrast, when the intercommunication time is 16 (figure 5-6) the quick detection of a composite number results in poor utilization of the processor.

The presence of a prime number in any processor determines the maximum processing rate with the current algorithm, since all programmed trials are executed by all processors in these cases. The result sets therefore show significant variation in utilization. On the other hand, the demonstration of pseudo-primality operates at peak efficiency, unhamppered by communication.

In conclusion, both analytic and experimental results show that for this particular randomized algorithm the best cluster size is 1. This occurs because the Fermat test is fairly accurate (except for the Carmichael numbers). This picture might change with a different probabilistic test.

** 992 processors in DADO
** 8 processors per cluster
** 16 iterations between communication
** 32 iterations before acceptance

| Prime, Trials, Iter, Cluster, MinFTime, MaxFTime, HostTime, Utilization |
|-----------------------------|-----------------------------|-----------------------------|
| 0 8 1 1 2 113.143 103.42 114.55 | 97%                       |
| 3 0 8 1 3 100.17 100.17 114.55 | 85%                       |
| 994 0 8 1 53 110.18 110.18 117.35 | 94%                       |
| 995 0 8 1 55 101.86 101.86 117.35 | 87%                       |
| 996 1 0 8 1 56 106.28 106.28 117.35 | 91%                       |
| 1 1 256 32 0 3469.44 3469.44 3713.91 | 93%                       |
| 5 1 8 32 6 3529.76 3529.76 3713.91 | 95%                       |
| 850 1 256 32 3 3240.44 3240.44 3693.47 | 88%                       |
| 851 1 256 32 3 3617.12 3617.12 3690.80 | 98%                       |
| 993 1 256 32 5 3340.48 3340.48 3678.90 | 98%                       |

** Figure 5-5: Fermat Test Output, 1 iteration per communication

** 992 processors in DADO
** 8 processors per cluster
** 16 iterations between communication
** 32 iterations before acceptance

| Prime, Trials, Iter, Cluster, MinFTime, MaxFTime, HostTime, Utilization |
|-----------------------------|-----------------------------|-----------------------------|
| 0 128 14 1 103.42 103.42 1743.20 | 6%                       |
| 3 0 128 14 2 113.43 113.43 1743.20 | 7%                       |
| 4 0 128 14 3 100.17 100.17 1743.20 | 7%                       |
| 128 0 128 14 4 104.78 104.78 1743.20 | 6%                       |
| 129 0 128 14 5 107.58 107.58 1743.20 | 6%                       |
| 7 1 256 32 6 3456.32 3456.32 3666.40 | 98% e prime              |
| 130 0 128 14 7 105.11 105.11 1743.20 | 6%                       |
| 131 0 128 14 8 102.23 102.23 1743.20 | 6%                       |
| 972 0 128 14 8 98.97 98.97 1013.59 | 6%                       |
| 980 1 256 32 9 3325.44 3325.44 3697.18 | 98% e prime              |
| 973 0 128 14 10 103.35 103.35 1013.59 | 6%                       |
| 914 1 256 32 75 3395.21 3395.21 3679.18 | 94%                       |
| 993 1 256 32 30 3370.77 3370.77 3513.65 | 98%                       |

** Figure 5-6: Fermat Test Output, 1 iteration per communication

5.5. Elliptic Curve Factorization with Shared Memory —

Sequential Balance

The result of running the elliptic curve algorithm on this machine was a linear speedup for seven processors. The graphs (figure 5-7, 5-8) show the average resource utilization for factorization of 284378461123337 and 377525665707063 using various numbers of processors. Larger and harder numbers were not factored because they take too much time (i.e., hundreds of iterations).

This linear speedup is as expected because each execution is independent. The only interaction is in subscript generation, and this is a very small portion of the execution time.

Arithmetic was performed with an extended decimal arithmetic package coded in C. This package uses C int variables, and packs either 2 or 4 decimal digits into each variable, depending on word size. On the Sequent Balance the int variable is 32 bits. This allows 4 decimal digits per variable.

The extended arithmetic is reasonably efficient, but could be made better by use of either a modulo 2^32 representation (instead of modulo 10000), or use of assembly code. A more refined extended integer package would make a substantial improvement in practice. However, the purpose of these experiments was to investigate algorithm parallelization.

Programming of the Balance machine was extremely simple. The sequential VAX implementation was completely transportable to the Balance machine (using only one processor). The parallelization of the outer loop took less than an afternoon. No problems developed either with the system software or with debugging of the system. The quality of the system software — as well as the simplicity of the memory paradigm — are the likely reasons for this.
5.6. Elliptic Curve Factorization with Message-Passing — Hypercube

The implementation showed a linear speedup when a sufficient number of processors were used. The graph shows the average resource utilization for factorization using the same numbers as the Sequent. As shown in figure 5-9 the speedup is linear in the number of processors.

The absolute performance can be improved in several ways, though the curve shape is not expected to be affected by such program modifications. First, the default precision of the Intel Inc variables is 16 bits, thus only 2 digits were packed into each variable. This certainly can be improved — for example by use of long variables, or perhaps the floating-point coprocessor. Secondly the improved random function (instead of the older rand) can be used when it is available. Indeed, newer hardware and software have already been installed at many sites.

![Graph showing speedup vs number of processors](image)

Figure 5-9: Hypercube: processors vs time

The software simulator for the hypercube was very helpful in program development, primarily due to its message logging ability. However there were a few problems with the simulator. In particular, it did not exhibit the same behavior for certain casting and allocation problems. Perhaps this is because the simulator did not capture the exact behavior of the Hypercube. Alternatively, it may be due to running it on a Vax, which is architecturally different from the Intel processors.

6. Conclusion

Modern algorithms and powerful machines, working together, can solve difficult problems quite successfully. The algorithms described include simple division, randomized use of the extended function, and sophisticated sieving methods. Empirical evidence shows speedups on a tree machine (DADO), the Intel Hypercube and the Sequent Balance, as well as an Ethernet connection of SUN stations, the MPP computer, and a special-purpose sieve machine. Several principles emerge.

First, the best parallel method outperforms the best sequential method, due to improved hardware utilization. This practical result is demonstrated by the quadratic sieve on the pipelined sieve unit [Pomerance 86]. All hardware is expected to do useful work, thus little energy is wasted, and the computation time is diminished. This is a special case of the efficiency principles described in [Lipowski 87].

Second, the algorithm should be selected to fit the available parallelism and communication structure. The MPP machine, to utilize its capacity for parallel division, runs the CFRAC method. Moreover, the implementation of an algorithm should be tailored for the particular configuration. This is demonstrated by [Silverman 86b] with two forms of the QS, according to the network configuration. The first runs several copies of the same algorithm with different starting values. The second implementation combines centralized computation of sieve polynomials with satellite computation of factorizations.

Parallel processing is of tremendous importance because it provides orders of magnitude speedup. A wide variety of parallelism can be brought to bear on the problem. Special purpose machines (parallel pipeline sieve, MPP) can be configured to provide both the computational and communication resources in the form used by a particular algorithm. Substantial speedup is also achieved by the general purpose approach, though hardware utilization is not as good. General purpose machines (workstations, Hypercube, Balance) can supply parallelism at both the coarse-grain and fine-grain levels. Massive parallelism (DADO) accelerates key parts of these numeric algorithms.
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