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ABSTRACT

Exploring Societal Computing based on the Example of
Privacy

Swapneel Sheth

Data privacy when using online systems like Facebook and Amazon has become an increasingly

popular topic in the last few years. This thesis will consist of the following four projects that aim to

address the issues of privacy and software engineering.

First, only a little is known about how users and developers perceive privacy and which concrete

measures would mitigate their privacy concerns. To investigate privacy requirements, we conducted

an online survey with closed and open questions and collected 408 valid responses. Our results show

that users often reduce privacy to security, with data sharing and data breaches being their biggest

concerns. Users are more concerned about the content of their documents and their personal data

such as location than about their interaction data. Unlike users, developers clearly prefer technical

measures like data anonymization and think that privacy laws and policies are less effective. We

also observed interesting differences between people from different geographies. For example, people

from Europe are more concerned about data breaches than people from North America. People from

Asia/Pacific and Europe believe that content and metadata are more critical for privacy than people

from North America. Our results contribute to developing a user-driven privacy framework that is

based on empirical evidence in addition to the legal, technical, and commercial perspectives.

Second, a related challenge to above, is to make privacy more understandable in complex systems

that may have a variety of user interface options, which may change often. As social network

platforms have evolved, the ability for users to control how and with whom information is being

shared introduces challenges concerning the configuration and comprehension of privacy settings.

To address these concerns, our crowd sourced approach simplifies the understanding of privacy

settings by using data collected from 512 users over a 17 month period to generate visualizations

that allow users to compare their personal settings to an arbitrary subset of individuals of their



choosing. To validate our approach we conducted an online survey with closed and open questions

and collected 59 valid responses after which we conducted follow-up interviews with 10 respondents.

Our results showed that 70% of respondents found visualizations using crowd sourced data useful for

understanding privacy settings, and 80% preferred a crowd sourced tool for configuring their privacy

settings over current privacy controls.

Third, as software evolves over time, this might introduce bugs that breach users’ privacy. Further,

there might be system-wide policy changes that could change users’ settings to be more or less private

than before. We present a novel technique that can be used by end-users for detecting changes in

privacy, i.e., regression testing for privacy. Using a social approach for detecting privacy bugs, we

present two prototype tools. Our evaluation shows the feasibility and utility of our approach for

detecting privacy bugs. We highlight two interesting case studies on the bugs that were discovered

using our tools. To the best of our knowledge, this is the first technique that leverages regression

testing for detecting privacy bugs from an end-user perspective.

Fourth, approaches to addressing these privacy concerns typically require substantial extra

computational resources, which might be beneficial where privacy is concerned, but may have

significant negative impact with respect to Green Computing and sustainability, another major

societal concern. Spending more computation time results in spending more energy and other

resources that make the software system less sustainable. Ideally, what we would like are techniques

for designing software systems that address these privacy concerns but which are also sustainable —

systems where privacy could be achieved “for free,” i.e., without having to spend extra computational

effort. We describe how privacy can indeed be achieved for free — an accidental and beneficial side

effect of doing some existing computation — in web applications and online systems that have access

to user data. We show the feasibility, sustainability, and utility of our approach and what types of

privacy threats it can mitigate.

Finally, we generalize the problem of privacy and its tradeoffs. As Social Computing has

increasingly captivated the general public, it has become a popular research area for computer

scientists. Social Computing research focuses on online social behavior and using artifacts derived

from it for providing recommendations and other useful community knowledge. Unfortunately, some

of that behavior and knowledge incur societal costs, particularly with regards to Privacy, which is

viewed quite differently by different populations as well as regulated differently in different locales.



But clever technical solutions to those challenges may impose additional societal costs, e.g., by

consuming substantial resources at odds with Green Computing, another major area of societal

concern. We propose a new crosscutting research area, Societal Computing, that focuses on the

technical tradeoffs among computational models and application domains that raise significant

societal issues. We highlight some of the relevant research topics and open problems that we foresee

in Societal Computing. We feel that these topics, and Societal Computing in general, need to gain

prominence as they will provide useful avenues of research leading to increasing benefits for society

as a whole.
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Chapter 1

Introduction

1.1 Privacy

Privacy in computing systems has become increasingly important in the last few years. There have

been many different definitions of privacy over time as privacy has always been a concern historically.

In earlier times, however, privacy usually referred to physical privacy. Privacy and its definitions have

many roots in the laws and the legal system in the United States and in Europe. One of the earliest

definitions was the “right to be left alone” as described by Warren and Brandeis [161]. More recently,

Westin defines the four states of privacy: solitude, intimacy, anonymity, and reserve [162]. This

definition focuses on the notion of “social distance”. Solove broadens the definition of privacy and

claims that “privacy is an umbrella term, referring to a wide and disparate group of related things”.

The author proposes a taxonomy of privacy in the context of harmful activities such as information

collection, information processing, information dissemination, and invasion [138]. According to the

Merriam-Webster dictionary, privacy is the “freedom from unauthorized intrusion”.

The advent of a large number of online systems that collect and analyze user data has brought

this into the forefront recently. Westin [162] describes this in a remarkably prescient manner: “The

computer-born revolution in human capacity to process data is obviously an enormous boon to

mankind. [. . . ] At the same time, however, four developments [information gathering and record

keeping, the advent of the digital computer, accelerated data sharing among those who collect

information, automatic data processing] in the data processing field are beginning to have profound

implications for our traditional patterns of privacy.”
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He goes on to claim that: “Unless the issue of privacy is in the forefront of the planning and

administration of such future computer systems, however, the possibilities of data surveillance over

the individual in 1984 could be chilling. [. . . ] There would be few areas left in which anyone could

move about in the anonymity of personal privacy and few transactions that would not be fully

documented for government examination.”

1.2 Privacy and Software Engineering

Recent incidents like the leaks of Edward Snowden and NSA Prism show the accuracy of his

predictions. In this thesis, we are interested specifically in data privacy. Other notions of privacy

such as physical privacy are beyond the scope of this thesis. There has been a lot of work on privacy

in different domains such as databases, theory, and economics. The relevant related work in discussed

in the following chapters. There has, however, been very limited work on privacy in the software

engineering so far.

Thus, this thesis focuses on implications of privacy on various aspects of software engineering. In

particular, the typical first step in software engineering is to gather requirements. Most of the work

on privacy so far assumes that privacy is well-specified and important. However, there is very little

evidence about what exactly are the user concerns, priorities, and trade-offs, and how users think

these concerns can be mitigated. In particular, in the software engineering community, there have

been no systematic studies to find out what privacy requirements are and how these requirements

should be addressed by developers. This is the focus of Chapter 2. We conducted a large online

survey to gather privacy requirements from people with and without software development experience

and people from different parts of the world. This project illustrates and quantifies general trends

and differences in privacy expectations between these groups.

One of the results from this project tells us that end-users do not need complex technical

approaches like anonymization for mitigating privacy concerns. They are equally satisfied with more

transparency and details about how their data is being used and who can access it. We used this

result to build a novel tool that crowdsources privacy settings and shows how a certain user’s settings

compare to a trusted set of friends. This gives users more insights on what their settings are and,

implicitly, what they should be. We describe this project in Chapter 3.
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An important step in software engineering is testing. There has been a lot of work and advances

in software testing recently. There has, however, been very limited work on doing software testing for

privacy. The crowdsourcing approach can be easily extended to help detect privacy bugs in software

systems. Further, the novelty of this approach is that it doesn’t require access to the source code

and can thus be done by end-users. We describe this project in Chapter 4.

Next, we explore privacy and its tradeoffs with green computing. There has been recent work on

privacy that shows that privacy concerns can result in a lot of system overhead. We show that, at

least in the types of systems under investigation (recommender systems with access to user data), it

is possible to get (differential) privacy without any extra computational overhead. We describe this

in Chapter 5.

1.3 Privacy and Societal Computing

These previous chapters show the privacy cannot exist in isolation as far as software systems are

concerned. There are many tradeoffs that need to be taken into account when building complex

software systems. Finally, in chapter 6, we generalize the problem of privacy and these tradeoffs. We

propose and define “Societal Computing,” a new research area for computer scientists in general

and software engineering and programming language communities (SE/PL, hereafter) in particular,

concerned with the impact of computational tradeoffs on societal issues. Societal Computing research

will focus on aspects of computer science that address significant issues and concerns facing the

society as a whole such as Privacy, Climate Change, Green Computing, Sustainability, and Cultural

Differences. In particular, Societal Computing research will focus on the research challenges that

arise due to the tradeoffs among these areas. This thesis has largely focused on privacy. But in

this chapter, we describe how the results and artifacts can be applied and reused for exploring the

tradeoffs in other areas of Societal Computing.
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Chapter 2

Us and Them — A Study of Privacy

Requirements Across North America,

Asia, and Europe

2.1 Introduction

As systems that collect and use personal data, such as Facebook and Amazon, become more pervasive

in our daily lives, users are starting to worry about their privacy. There has been a lot of media

coverage about data privacy. One of the earliest articles in the New York Times reported how it was

possible to break the anonymity of AOL’s search engine’s users [14]. A more recent article mentions

privacy concerns about Google Glass [101]. Both technical and, especially, non-technical users are

finding it increasingly hard to navigate this privacy minefield [67]. This is further exacerbated by

well-known systems periodically making changes that breach privacy and not allowing users to opt

out a-priori [56].

There is a large body of research on privacy in various research communities. This ranges from

data anonymization techniques in different domains [33,88,121,145] to novel approaches to make

privacy settings more understandable [55,118]. Recent studies have shown that there is a discrepancy

between users’ intentions and reality for privacy settings [91,94]. The assumption behind most of

this work is that privacy is well-specified and important. However, there is very little evidence about
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what exactly are the user concerns, priorities, and trade-offs, and how users think these concerns can

be mitigated. In particular, in the software engineering community, there have been no systematic

studies to find out what privacy requirements are and how these requirements should be addressed

by developers.

This research aims to understand the privacy expectations and needs for modern software systems.

To this end, we conducted an online survey. We received 595 responses and selected 408 of them as

valid. The responses represented diverse populations including developers and users, and people

from North America, Europe, and Asia. The results of our study show that the biggest privacy

concerns are data sharing and data breaches. However, there is a disagreement on the best approach

to address these concerns. With respect to types of data that are critical for privacy, respondents are

least concerned about metadata and interaction data and most concerned about their personal data

and the content of documents. Most respondents are not willing to accept less privacy in exchange

for fewer advertisements and financial incentives such as discounts on purchases.

The main contribution of this project is threefold. First, it illustrates and quantifies the general

trends on how users understand privacy and on how they assess different privacy concerns and

measures to address them. Second, the project identifies differences in privacy expectations between

various groups: developers versus users and people from different geographic regions. Finally,

the project gives insights into how software developers and managers can identify, analyze, and

address privacy concerns of their users – building a first step towards a software engineering privacy

framework.

Our analysis for geographic regions, for example, shows that there is a significant difference

between respondents from North America, Europe, and Asia/Pacific. People from Europe and

Asia/Pacific rate different types of data such as metadata, content, and interaction data being a

lot more critical for privacy than respondents from North America. People from Europe are a lot

more concerned about data breaches than data sharing whereas people from North America are

equally concerned about the two. Similarly, our analysis for developers versus users shows a marked

difference between the two groups. For example, developers believe that privacy laws and policies

are less effective for reducing privacy concerns than data anonymization.

The rest of the chapter is organized as follows. Section 2.2 describes the design of our study.

Sections 2.3, 2.4, and 2.5 highlight its key results. Section 2.6 discusses the implications of the
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results and their limitations. Finally, Section 2.7 describes related work and Section 2.8 concludes

the chapter.

2.2 Study Design

We describe the research questions, methods, and respondents of our study.

2.2.1 Research Questions

There have been many different definitions of privacy over time. One of the earliest definitions

was the “right to be left alone” as described by Warren and Brandeis [161]. Solove claims that

“privacy is an umbrella term, referring to a wide and disparate group of related things”. The

author proposes a taxonomy of privacy in the context of harmful activities such as information

collection, information processing, information dissemination, and invasion [138]. According to the

Merriam-Webster dictionary, privacy is the “freedom from unauthorized intrusion”. We are interested

specifically in data privacy and other notions of privacy such as physical privacy are beyond the

scope of our work.

The goal of this study is to gather and analyze privacy requirements for modern software systems.

In particular, we want to study the perception of different groups of people on privacy. We focused

on the following research questions:

• RQ 1: What are developers’ and users’ perceptions of privacy? What aspects of privacy are

more important and what are the best measures to address them? (Section 2.3)

• RQ 2: Does software development experience have any impact on privacy requirements?

(Section 2.4)

• RQ 3: Does geography have any impact on privacy requirements? (Section 2.5)

By perception, we mean the subjective understanding and assessment of privacy aspects. Since

privacy is a very broad term, we are interested in specific aspects, in particular, types of concerns,

measures to mitigate these concerns, types of data that are critical to privacy, and whether people

would give up privacy. We think these aspects are most related to software and requirements

engineering concerns.
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2.2.2 Research Method

We designed an online survey with 16 questions, which took 5–10 minutes to answer. Out of the

16 questions, 14 were closed and respondents had to choose an answer from a list of options. The

survey also had two open-ended questions. This helped us get qualitative insights about privacy and

gave an opportunity for respondents to report aspects that were not already included in the closed

questions.

We chose a survey instead of observations or interviews for the following reasons. First, surveys

are scalable and allow to get a large number and broad cross-section of responses. Second, we were

interested in the subjective opinion of people and this can be different from real behavior. Third, the

closed questions were purely quantitative and allowed us to analyze general trends and correlations.

We did not aim for a representative report of the opinions. This would have been possible only

through a well-defined population and random representative sampling. Instead, we were interested

in the priority trends and inter-relations, which can be analyzed through a cross-tabulation of the

survey answers.

We used semantic scales for the closed questions, allowing for the measurement of subjective

assessments while giving respondents some flexibility of the interpretation [127]. For example, one

question was: “Would users be willing to use your system if they are worried about privacy issues?”

and the answer options were: “Definitely yes — Users don’t care about privacy”, “Probably yes”,

“Unsure”, “Probably not”, and “Definitely not — if there are privacy concerns, users will not use this

system”. To reduce the complexity of matrix questions (which include multiple answer options) we

used a 3-point scale consisting of “Yes”, “No”, and “Uncertain”. When we observed in the dry runs

that higher discriminative powers were needed, we used a 5-point scale [75].

Respondents could choose to fill out our survey in two languages: English or German. For each

language, there were two slightly different versions based on whether the respondents had experience

in software development or not. The difference in the versions was only in the phrasing of the

questions in order to reduce confusion. For example, developers were asked: “Would users be willing

to use your system if they are worried about privacy issues?” whereas users were asked: “Would you

be willing to use the system if you are worried about privacy issues?”

To increase the reliability of the study [127], we took the following measures:
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• Pilot Testing: We conducted pilot testing in four iterations with a total of ten users that

focused on improving the timing and understandability of the questions. We wanted to reduce

ambiguity about the questions and answers and ensure that none of the semantics were lost in

translation. We used the feedback from pilot testing to improve the phrasing and the order of

questions for the English and German versions.

• Random order of answers: The answer options for the closed questions were randomly ordered.

This ensures that answer order does not influence the response [151].

• Validation questions: To ensure that respondents did not fill out the answers arbitrarily, we

included two validation questions [8]. For example, one of the validation questions was: “What

is the sum of 2 and 5?” Respondents who did not answer these correctly were not included in

the final set of valid responses.

• Post sampling: We monitored the number of respondents from each category of interest:

developers, users, and geographic location. We conducted post-sampling and stratification

to ensure that we got sufficient responses for each category and that the ratio of developers

to users for each geographic location was roughly similar. For categories that did not have

sufficient respondents, we targeted those populations by posting the survey in specific channels.

We stopped data collection when we had a broad spectrum of respondents and sufficient

representation in all the categories.

Finally, to corroborate our results, we conducted a number of statistical tests. In particular,

we used the Z-test for equality of proportions [141] and Welch’s Two Sample t-test to check if our

results are statistically significant.

2.2.3 Survey Respondents

We did not have any restrictions on who could fill out the survey. We wanted, in particular, people

with and without software development experience and people from different parts of the world. We

distributed our survey through a variety of channels including various mailing lists, social networks

like Facebook and Twitter, personal contacts, and colleagues. We circulated the survey across

companies with which we are collaborating. We also asked specific people with many contacts (e.g.,
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Table 2.1: Summary of study respondents based on location and software development experience

Developers Users

North America 85 44

Europe 116 65

Asia 61 30

South America 3 2

Africa 2 0

with many followers on Twitter) to forward the survey. As an incentive, two iPads were raffled

among the respondents.

In total, 595 respondents filled out our survey between November 2012 and September 2013.

Filtering out the incomplete and invalid responses resulted in 408 valid responses (68.6%). Table 2.1

shows the respondents based on location and software development experience. The four versions of

the survey along with raw data and summary information are available on our website1. Among

the respondents, 267 have software development experience and 141 do not. For respondents with

development experience, 28 have less than one year of experience, 129 have 1-5 years, 57 have 5-10

years, and 53 have more than ten years of experience. 129 respondents live in North America, 181 in

Europe, and 91 in Asia/Pacific. 166 are affiliated with industry or public sector, 182 are in academia

and research, and 56 are students.

2.3 Privacy Perceptions

We asked respondents: “How important is the privacy issue in online systems?” They answered

using a 5-point semantic scale ranging from “Very important” to “Least important”. Two thirds of

the respondents chose “Very Important”, 25.3% chose “Important”, and the remaining three options

(“Average”, “Less Important”, “Least Important”) combined were chosen by a total of 8.1% of the

respondents.

1http://mobis.informatik.uni-hamburg.de/privacy-requirements/

http://mobis.informatik.uni-hamburg.de/privacy-requirements/
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The location of the data storage was a key concern for the respondents. We asked respondents

whether privacy concerns depend on the location of where the data is stored and provided a 5-point

semantic scale with options: “Yes”, “Maybe yes”, “Unsure”, “Maybe not”, and “No”. 57.7% of the

respondents chose “Yes”, 28.6% chose “Maybe yes”, while only 13.7% of the respondents chose the

remaining three options.

On the other hand, there was disagreement about whether users would be willing to use such

systems if there were privacy concerns. The answer options were: “Definitely yes — Users don’t care

about privacy”, “Probably yes”, “Unsure”, “Probably not”, and “Definitely not — if there are privacy

concerns, users will not use this system”. 20.8% of the respondents choose “Unsure”, while 34.8%

and 29.4% chose “Probably yes” and “Probably not” respectively.

2.3.1 Factors that Increase and Reduce Privacy Concerns

We asked respondents if the following factors would increase privacy concerns:

• Data Aggregation: The system discovers additional information about the user by aggregating

data over a long period of time.

• Data Distortion: The system might misrepresent the data or user intent.

• Data Sharing: The collected data might be given to third parties for purposes like advertising.

• Data Breaches: Malicious users might get access to sensitive data about other users.

For each concern, the respondents could answer using a 3-point semantic scale with the options:

“Yes”, “Uncertain”, and “No”. We also asked respondents if the following would help to reduce concerns

about privacy:

• Privacy Policy, License Agreements, etc.: Describing what the system will/won’t do with the

data.

• Privacy Laws: Describing which national law the system is compliant with (e.g., HIPAA in the

US, European privacy laws).

• Anonymizing all data: Ensuring that none of the data has any personal identifiers.

• Technical Details: Describing the algorithms/source code of the system in order to achieve

higher trust (e.g., encryption of data).
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Number of responses

aggregation
distortion
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breach
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technical details
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Reduce Concern

No Uncertain Yes

Figure 2.1: What increases and reduces privacy concerns?

• Details on usage: Describe, e.g., in a table how different data are used.

Figure 2.1 shows the overall answers for both questions. In the figure, each answer option is

sorted by the number of “Yes” respondents. Most respondents agreed that the biggest privacy

concerns are data breaches and data sharing. There is disagreement about whether data distortion

and data aggregation would increase privacy concerns. To check if these results are statistically

significant, we ran Z-tests for equality of proportions. This would help us validate, for example, if

there is a statistically significant difference in the number of respondents who said “Yes” for two

different options. The results for increasing concerns about privacy are shown in Table 2.2. For all

of these tests, the null hypothesis is that a similar fraction of the respondents chose “Yes” for both

options. The results show that the concerns about data breaches and data sharing are significantly

higher than data aggregation and data distortion (p ≤ 1.231e−12).

Hypothesis 1: People are more concerned about the security aspects of privacy, in particular,

about data sharing and data breaches than data distortion and data aggregation.

For reducing concerns, respondents consider technical details the least effective option (with

p-values ranging from 7.218e−10 for comparing to policy to 2.2e−16 for comparing to anonymization).



CHAPTER 2. US AND THEM — A STUDY OF PRIVACY REQUIREMENTS ACROSS
NORTH AMERICA, ASIA, AND EUROPE 12

Table 2.2: What increases privacy concerns? For each privacy concern, X > Y indicates that X is a

bigger concern than Y for the respondents. We used the Z-test for equality of proportions and only

statistically significant results for p < 0.01 are shown.

Privacy concerns p-values

Sharing > Aggregation p = 1.231e−12

Sharing > Distortion p = 6.036e−14

Breach > Aggregation p < 2.2e−16

Breach > Distortion p < 2.2e−16

Respondents think that anonymization is the most effective option for mitigating privacy concerns

and significantly better than privacy laws (p = 0.003) and privacy policy (p = 0.002). There is,

however, no statistically significant difference between anonymization and providing usage details

(p > 0.15). The remaining three options (privacy policy, privacy laws, and usage details) had similar

responses and none of their combinations for the Z-test yielded statistically significant results for

p < 0.01.

Hypothesis 2: There is less agreement on the best measures for mitigating privacy concerns.

2.3.2 Qualitative Feedback

From the 408 respondents, we collected 135 comments on our open questions about additional

privacy concerns and measures to reduce them. We analyzed these comments manually in three

steps. First, we read each comment and annotated it with a few keywords. Thereby, we tried to

reuse the keywords whenever possible. Second, we unified and grouped the keywords into topics,

making sure that no important comments are lost. Finally, we read the comments again and assigned

each of them to the identified topics.

2.3.2.1 Additional Privacy Concerns

We collected 66 comments on additional privacy concerns. 15 comments were useless as they just

repeated the standard response options, were not understandable, or without content (e.g., “no

comment”, or “nothing more”). The remaining 51 comments gave interesting insights, which can be
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grouped into the following topics:

Authorities and intelligent services: 13 respondents mentioned authorities and intelligent ser-

vices as an additional privacy concern. One wrote: “Government access is not exactly a data breach,

but still a privacy concern”. Another commented: “anyway there is prism”. It is important to mention

that about half of the responses were collected after the NSA PRISM scandal [35,48].

APIs, program correctness, and viruses: Nine respondents mentioned concerns related to the

program behavior, including malicious programs and viruses. Respondents also mentioned that

privacy concerns are “transmitted” through the application programming interfaces of the tools

collecting data. One respondent wrote: “Sharing data over API” while others mentioned specific

systems such as Google Analytics or Facebook API. Three respondents specifically pointed the

correctness of privacy implementation as a specific concern.

Unusable and nontransparent policies: Seven users complained about unusable privacy imple-

mentations with unclear, nontransparent policies. These respondents were concerned because most

users simply do not know which data is being collected about them and for what purposes. One

respondent wrote: “Companies and software developers shield themselves [. . . ] by making consumers

agree on a long, convoluted, and often a hard to understand, hard to read [. . . ] policy. Companies

know that people do not read them a tactic on which they are banking”. Another gave a more

concrete example: “Sometimes sharing sensitive data is activated by default in applications (unaware

users would leave it so)”. One respondent wrote: “Transparency and letting the user choose make a

huge difference. Maybe not in the beginning and maybe not for all users but definitely for a specific

user group”.

Intentional or unintentional misuse: At least seven respondents mentioned different forms of

misusing the data as main concerns. This includes commercial misuse such as making products of

interest more expensive, but it could also be misused for social and political purposes. Apart from

abusing the data to put pressure on users, respondents mentioned using fake data to manipulate

public opinions or inferencing sensitive information about groups of people and minorities. One
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respondent wrote: “Whenever something happen [sic] the media uses their data accessible online to

‘sell’ this person as good or evil”.

Lack of control: Seven respondents mentioned the lack of control and in particular, options to

delete data collected about them as their main concern. One wrote: “if we agree to give the data, we

are not able anymore to revise this decision and delete the data. Even if the service confirms the

deletion, we don’t have any mean of control”. Another respondent explicitly mentioned the case

where companies owning their data are bankrupt or sold and in this case, the privacy of their data is

also lost: “Company A has a decent privacy policy, Company B acquires the company, and in doing

so, now has access to Company A’s data”.

Combined data sources: Five respondents explicitly mentioned combining data about users

from different sources as a main privacy concern. In most cases, this cannot be anticipated when

developing or using a single system or a service. One respondent wrote: “It’s difficult to anticipate

or assess the privacy risk in this case”. Another claimed: “Continuous monitoring combined with

aggregation over multiple channels or sources leads to complex user profiling. It’s disturbing to know

that your life is monitored on so many levels”.

Collecting and storing data: Five respondents wrote that collecting and storing data is, on its

own, a privacy concern. In particular, respondents complained about too much data being collected

about them and stored for too long time. One respondent mentioned: “The sheer amount of cookies

that are placed on my computer just by landing on their website”. Another claimed: “Collecting the

data and storing for a long period of time is seen more critical than just collecting”.

Other issues: Three respondents mentioned problems with the legal framework and in particular,

the compatibility of laws in the developer and user countries. Three respondents said that in some

cases there is no real option to not use a system or service, e.g., due to a “social pressure as all use

Facebook” or since “we depend on technology”.
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2.3.2.2 Suggestions for Reducing Privacy Concerns

In total, 69 respondents answered the open question on additional measures to reduce user concerns

about privacy. Ten of these answers either repeated the standard options or were useless. The

remaining 59 comments showed more convergence in the opinion than the comments on the additional

concerns, possibly because this question was more concrete. The suggestions can be grouped into

the following measures:

Easy and fine-grained control over the data, including access and deletion: 17 respon-

dents recommended allowing the users to easily access and control the collected and processed data

about them. In particular, respondents mentioned the options of deactivating the collection and

deleting the data. One respondent wrote: “To alleviate privacy concerns, it should be possible to

opt out of or disagree with certain terms”. Another wrote: “Allow users to access a summary of

all the data stored on their behalf, and allow them to delete all or part of it if they desire”. The

respondents also highlighted that this should be simple and easy to do and embedded into the user

interface at the data level.

Certification from independent trusted organizations: 14 respondents suggested introducing

a privacy certification mechanism by independent trusted authorities. A few also suggested the

continuous conduction of privacy audits similar to other fields such as safety and banking. Respon-

dents also suggested that the results of the checks and audits should be made public to increase the

pressure on software vendors. One respondent even suggested “having a privacy police to check on

how data is handled”.

Transparency and risk communication, open source: 13 respondents mentioned increased

transparency about the collection, aggregation, and sharing of the data. In particular, respondents

mentioned that the risks of misusing the data should be also communicated clearly and continuously.

Three respondents suggested that making the code open source would be the best approach for

transparency. One wrote: “tell users (maybe in the side-bar) how they are being tracked. This

would educate the general public and ideally enable them to take control of their own data”. The

spectrum of transparency was from the data being collected to physical safety measures of servers
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and qualifications of people handling data to how long the data is stored.

Period and amount of data: 11 respondents recommended always limiting and minimizing the

amount of data and the period of storage, referring to the principle of minimality. The period of

time for storing the data seems to be crucial for users. One wrote: “Not allowing users data being

stored in servers. Just maintaining them in the source”.

Security and encryption: We noted that respondents strongly relate privacy issues to information

security. At least seven suggested security measures, mainly complete encryption of data and

communication channels.

Trust and education: Seven respondents mentioned building trust in the system and vendor as

well as education of users on privacy as effective means to reduce privacy concerns.

Short, usable, precise and understandable description, in the UI: At least six respondents

mentioned increasing the usability to access data and policy as an important measure to reduce

privacy concerns. One wrote: “the disclaimer should be directly accessible from the user interface

when conducting a function which needs my data”. Another respondent wrote: “short understandable

description and no long complicated legal text”.

2.3.3 Criticality of Different Types of Data

To get a deeper insight into the privacy criticality of different types of data, we asked respondents

to rate the following types of data on a 5-point semantic scale ranging from “Very critical” to

“Uncritical”.

• Content of documents (such as email body)

• Metadata (such as date)

• Interaction (such as a mouse click to open or send an email)

• User location (such as the city from where the email was sent)

• Name or personal data (such as email address)
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Figure 2.2: How critical would you rate the collection of the following data?

• User preferences (such as inbox or email settings)

The results are shown in Figure 2.2. Respondents chose content as most critical, followed by

personal data, location, preferences, and interaction and metadata are the least critical as far as

privacy is concerned.

We used Welch’s Two Sample t-test to compare if the difference among the different types of

data is statistically significant. The null hypothesis was that the difference in means was equal to

zero. Table 2.3 summarizes the results. It shows, for example, that there is no statistically significant

difference between content and personal data. On the other hand, there is a statistically significant

difference between content and location for p < 0.01.

Hypothesis 3: People are more concerned about content and personal data than interaction

and metadata.

2.3.4 Giving up Privacy

We asked respondents if they would accept less privacy for the following:

• Monetary discounts (e.g., 10% discount on the next purchase)

• “Intelligent” or added functionality of the system (such as the Amazon recommendations)
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Table 2.3: The significance in the difference between the criticality of collecting different data.

p-values: ‘+++’ for p < e−11, ‘++’ for p < e−6, ‘+’ for p < 0.01, and ‘ ’ for p > 0.01. The rows

and columns are ordered from most to least critical. For each cell, t-tests compare if the difference

in criticality is statistically significant. For example, the difference between interaction and content

is statistically significant for p < e−11.

Content Personal Data Location Preferences Interaction Metadata

Content –

Personal Data –

Location + + –

Preferences +++ ++ + –

Interaction +++ +++ ++ + –

Metadata +++ +++ +++ ++ + –

• Fewer advertisements

For each option, the respondents could answer using a 3-point semantic scale having options:

“Yes”, “Uncertain”, and “No”. The results are shown in Figure 2.3.

36.7% of the respondents said they would accept less privacy for added functionality of the

system while only 20.7% and 13.7% would accept less privacy for monetary discounts and fewer

advertisements respectively. Added functionality seems to be the most important reason to accept

less privacy. These results are statistically significant using the Z-test for equality of proportions

(p < 3.882e−5 for monetary discounts and p < 1.854e−9 for fewer advertisements). It is important to

note that less than half of the respondents would accept less privacy for added functionality of the

system.

Previous studies, such as the one conducted by Acquisti et al. [3], have shown, however, that

people’s economic valuations of privacy vary significantly and that people do accept less privacy for

monetary discounts. This contrast in results might be due to a difference between people’s opinion

and their actual behavior.
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Figure 2.3: Would users accept less privacy for the following?

Hypothesis 4: There are different groups of opinions about accepting less privacy for certain

benefits. The largest group of users say that they are not inclined to give up privacy for additional

benefits. However, their actual behavior might be different.

2.4 Developer vs User Perceptions

The results from the previous section describe the broad concerns for all respondents of our survey.

In this section, we report on the important results from a differential analysis between two groups of

respondents: developers (267 out of 408) versus users of software systems (141 out of 408). We used

Z-tests for equality of proportions for the rest of this section, unless otherwise noted.

2.4.1 Privacy Concerns

Data distortion: 49.1% of developers believe that data distortion is an important privacy concern.

The percentage of users, on the other hand, is 64.5%. The difference between these two groups is
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statistically significant (p = 0.003).

Data aggregation: 52.1% of developers believe that data aggregation is an important privacy

concern. The percentage of users, on the other hand, is 63.1%. The difference between them is

statistically significant (p = 0.04185). It seems that developers trust their systems more than users

when it comes to wrong interpretation of sensitive data.

Data criticality: Developers believe that “name and personal data” (p = 0.038) and “interaction”

(p = 0.082) are more critical for privacy compared to users. On the other hand, for the remaining four

categories (content, location, preferences, metadata), there is no statistically significant difference

between the perceptions of developers and users (p > 0.2 for all). We used Welch’s Two Sample

t-test here.

Less privacy for added functionality: A larger fraction of developers (43.3%) would accept less

privacy for added or intelligent functionality of the system compared to 31.2% of users (p = 0.002).

Hypothesis 5: Developers are more concerned about interaction, name, and personal data

whereas users are more concerned about data distortion and data aggregation.

2.4.2 Measures to Reduce Concerns

Developers and reducing concerns: A larger fraction of developers (71.2%) feel that data

anonymization is a better option to reduce privacy concerns as compared to privacy policies or

privacy laws (both, 56.9%) (p = 0.0006). 66.3% of developers prefer providing details on data usage

for mitigating privacy concerns compared to privacy policies (56.9%) (p = 0.03).

Similarly, 20.2% of developers feel that privacy policies will not reduce privacy concerns whereas

only 11.2% feel that providing details on data usage will not be beneficial (p = 0.004).

Users and reducing concerns: In contrast, for users, there is no statistically significant difference

between their perception on privacy policies, laws, anonymization, and providing usage details.

(0.6 < p for all combinations).
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Hypothesis 6: Developers prefer anonymization and providing usage details as measures to

reduce privacy concerns. Users, on the other hand, do not have a strong preference.

2.5 The Role of Geography

In this section, we present the results of the differential analysis based on the geography of respon-

dents. We asked respondents to specify with which region of the world they identify themselves.

The options were North America, South America, Europe, Asia/Pacific, Africa, and other. Since we

have only seven responses from South America and Africa combined, we focus on the differences

between the others. We used the Z-test for equality of proportions for the rest of this section, unless

otherwise noted.

Data criticality: We asked respondents to rate the criticality of the different types of data for

privacy (i.e., content of documents, metadata, interaction, user location, name or personal data, user

preferences) using a semantic scale from 1–5, with 1 being “Very Critical” and 5 being “Uncritical”.

There is a statistically significant difference between respondents from North America, Europe,

and Asia/Pacific. We used Welch’s Two Sample t-test to compare the ratings given by respondents.

Respondents in North America think that all types of data are less critical (overall mean across the

six types of data is 2.31) than respondents in Europe (overall mean is 1.87) for p = 3.144e−8.

Similarly, respondents from North America think all items are less critical that those in Asia/-

Pacific (overall mean: 2.01) for p = 0.037. On the other hand, there is no statistically significant

difference between respondents in Europe and Asia/Pacific (p > 0.28).

Less privacy for added functionality: A larger fraction of respondents in Europe (50.6%) claim

that they would not give up privacy for added functionality. In North America, on the other hand,

this fraction is 24.1%. The difference between the two regions is statistically significant (p = 0.0001).

Hypothesis 7: People from North America are more willing to give up privacy and feel that

different types of data are less critical for privacy compared to people from Europe.
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Concerns about data sharing versus data distortion: A larger fraction of respondents in

North America (88.9%) feel that data sharing is a concern compared to 46.3% for data distortion

(p = 6.093e−6). On the other hand, there is no statistically significant difference among respondents

in Asia/Pacific (p > 0.67).

Concerns about data sharing versus data breach: In Europe, a larger fraction of the respon-

dents (94.3%) are concerned about data breaches as compared to 76.4% for data sharing. The

difference is statistically significant (p = 5.435e−6). On the other hand, there is no statistically

significant difference among respondents in North America (p > 0.12).

Laws versus usage details: In Europe, a larger fraction of respondents (75.9%) feel that providing

details on how the data is being used will reduce privacy concerns as opposed to 58.1% who feel that

privacy laws will be effective (p = 0.00063). On the other hand, there is no statistically significant

difference among respondents in North America, where the percentage of respondents are 67.9% and

64.2% respectively (p > 0.43).

Usage details versus privacy policies: A larger fraction of respondents in Europe (75.9%)

feel that providing usage details can mitigate privacy concerns compared to 63.2% for using a

privacy policy (p = 0.015). On the other hand, there is no statistically significant difference among

respondents in North America (p > 0.32).

Hypothesis 8: People from Europe feel that providing usage details can be more effective

for mitigating privacy concerns than privacy laws and privacy policies whereas people from North

America feel that these three options are equally effective.

2.6 Discussion

We discuss our results, potential reasons, and the implications for software developers and analysts.

We also reflect on the limitations and threats to validity of our results.
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2.6.1 Privacy Interpretation Gaps

Data privacy is often an implicit requirement: everyone talks about it but no one specifies what

it means and how it should be implemented. This topic also attracts the interests of different

stakeholders including users, lawyers, sales people, and security experts, which makes it even harder

to define and implement. One important result from our study is that while almost all respondents

agree about the importance of privacy, the understanding of the privacy issues and the measures to

reduce privacy concerns are divergent. This calls for an even more careful and distinguished analysis

of privacy when designing and building a system.

Our results from Sections 2.4 and 2.5 show there is a definite gap in privacy expectations

and needs between users and developers and between people from different regions of the world.

Developers have assumptions about privacy, which do not always correspond to what users need.

Developers seem to be less concerned about data distortion and aggregation compared to users. It

seems that developers trust their systems more than users when it comes to wrong interpretation of

privacy critical data. Unlike users, developers prefer anonymization and providing usage details for

mitigating privacy concerns. If the expectations and needs of users do not match those of developers,

developers might have wrong assumptions and might end up making wrong decisions when designing

and building privacy-aware software systems.

In addition, privacy is not a universal requirement as it appears to have an internationalization

aspect to it. Different regions seem to have different concrete requirements and understanding for

privacy. Our results confirm that there exist many cultural differences between various regions

of the world as far as privacy is concerned. The recent NSA PRISM scandal has also brought

these differences into sharp focus. A majority of Americans considered NSA’s accessing personal

data to prevent terrorist threats more important that privacy concerns [35]. In contrast, there was

widespread “outrage” in Europe over these incidents [48]. It also led to an article in the New York

Times by Malte Spitz, a member of the German Green Party’s executive committee, titled “Germans

Loved Obama. Now We Don’t Trust Him” [140]. These differences, both in terms of laws and

people’s perceptions, should be considered carefully when designing and deploying software systems.

We think that privacy should become an explicit requirement, with measurable and testable

criteria. We also think that privacy should also become a main design criteria for developers as

software systems are collecting more and more data about their users [37]. To this end, we feel that
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there is a need to develop a standard survey for privacy that software teams can customize and reuse

for their projects and users. Our survey can be reused to conduct additional user studies on privacy

for specific systems. Our results can also serve as a benchmark for comparing the data. This can

help build a body of knowledge and provide guidelines such as best practices.

2.6.2 The Security Dimension of Privacy

We think that people are more concerned about data breaches and data sharing as there have been

many recent instances that have received a lot of media coverage. To list a few recent examples,

Sony suffered a massive data breach in its Playstation network that led to the theft of personal

information belonging to 77 million users [13]. One hundred and sixty million credit card numbers

were stolen and sold from various companies including Citibank, the Nasdaq stock exchange, and

Carrefour [122]. The Federal Trade Commission publicly lent support to the “Do-Not-Track” system

for advertising [9]. Compared to these high-profile stories, we feel that there have been relatively few

“famous” instances of privacy problems caused by data aggregation or data distortion yet.

There is a large body of research that has advanced the state-of-the-art in security (encryption)

and authorization. One short-term implication for engineers and managers is to systematically

implement security solutions when designing and deploying systems that collect user data, even if

it is not a commercially or politically sensitive system. This would significantly and immediately

reduce privacy concerns. For the medium-term, more research should be conducted for deployable

data aggregation and data distortion solutions.

As far as mitigating privacy concerns, our results show that there is more disagreement. We

believe that the reason for this is that online privacy concerns are a relatively recent phenomenon.

Due to this, people are not sure which approach works best and might be beneficial in the long run.

2.6.3 Privacy Framework

We feel that an important direction for software and requirements engineering researchers is to

develop a universal, empirically grounded framework for collecting, analyzing, and implementing

privacy requirements. This study is the first building block towards such a framework. Some of the

lessons learned from our study can be translated into concrete qualities and features, which should

be part of such a framework. This includes:
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• Anonymization: This is perhaps the most well-known privacy mitigating technique and

seems to be perceived as an important and effective measure by both users and developers.

Developers should therefore use anonymization algorithms and libraries.

• Data usage: Although anonymization is perceived as the most effective measure for addressing

privacy concerns, this is currently not practical as approaches like differential privacy are

computationally infeasible [103, 146]. In such situations, it is better to provide users with data

usage details and make these more transparent and easier to understand. Our findings show

that there is no statistical difference between anonymization and providing usage details as

far as users are concerned. Thus, in terms of future research, it is perhaps better to focus on

improving techniques for providing data usage details rather than (or in addition to) making

anonymization computationally feasible.

• Default encryption: As users are mainly concerned about the loss and abuse of their data,

systems collecting user data should implement and activate encryption mechanism for storing

and transmitting these data. In Facebook, e.g., the default standard communication protocol

should be HTTPS and not HTTP.

• Fine-grained control over the data: Users become less concerned about privacy if the

system provides a mechanism to control their data. This includes activating and deactivating

the collection at any time, the possibility to access and delete the raw and processed data, and

define who should have access to what data.

• Interaction data first: Users have a rather clear preference of the criticality of the different

types of data collected about them. Therefore, software researchers and designers should

first try to implement their systems based on collecting and mining interaction data instead

of content of files and documents. Research has advanced a lot in this field in, especially,

recommender systems [92].

• Time and space-limited storage: The storage of data about users should be limited in time

and space. The location where the data is stored is an important factor for many respondents.

Therefore, systems should provide options for choosing the location of storing privacy sensitive

data.
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• Privacy policies, laws, and usage details: Users rated all these options as equally effective

for mitigating their privacy concerns. Therefore, developers could utilize any of these options,

thus giving them better flexibility in the design and deployment of software systems.

2.6.4 Limitations and Threats to Validity

There are several limitations to our study, which we discuss in this section. The first limitation is a

potential selection bias. Respondents who volunteered to fill out our survey were self-selected. Such

selection bias implies that our results are only applicable to the volunteering population and may not

necessarily generalize to other populations. The summaries have helped us identify certain trends

and hypotheses and these should be validated and tested by representative samples, e.g., for certain

countries. In contrast, the differential analysis (also called pseudo-experimentation) conducted within

our set of respondents, enabled us to identify statistically significant relationships and correlations.

Hence, many of our results deliberately focus on correlations and cross-tabulations between different

populations.

As for internal validity, we are aware that by filling out a brief survey, we can only understand a

limited amount of concerns that the respondents have in mind. Similarly, the format and questions

of the survey might constrain the expressiveness of some of the respondents. We might have missed

certain privacy concerns and measures to reduce concerns by the design of the survey. We tried to

mitigate this risk by providing open-ended questions that respondents could use to express additional

aspects they had in mind. Moreover, we designed the survey in a highly iterative process and tested

it in dry runs to ensure that all options are understandable and that we did not miss any obvious

option.

As with any online survey, there is a possibility that respondents did not fully understand the

question or chose the response options arbitrarily. We conducted several pilot tests, gave the option

to input comments, and the incompletion rate is relatively small. We included a few validation

questions and we only report responses in this project from respondents who answered these questions

correctly. We also provided two versions of the survey, in English and German, to make it easier for

non-native speakers.

In spite of these limitations, we managed to get a large and diverse population that filled out our

survey. This gives us confidence about the overall trends reported in this project.
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2.7 Related Work

There has been a lot of research about privacy and security in different research communities.

We summarize the important related work focussing on usability and economic aspects of privacy,

anonymization techniques, and work from the software and requirements engineering community.

Many recent studies on online social networks show that there is a (typically, large) discrepancy

between users’ intentions for what their privacy settings should be versus what they actually are.

For example, Madejski et al. [91,94] report in their study of Facebook that 94% of their participants

(n = 65) were sharing something they intended to hide and 85% were hiding something that

they intended to share. Liu et al. [91] found that Facebook’s users’ privacy settings match their

expectations only 37% of the time. A recent longitudinal study by Stutzman et al. [143] shows how

privacy settings for Facebook users have evolved over a period of time. These studies have focused

on privacy settings in a specific online system whereas our study was designed to be agnostic to any

modern system collecting user sensitive data. Further, the main contribution of these studies is to

show that there is a discrepancy between what the settings are and what they should be and how

settings evolve over time. Our study aims to gain a deeper understanding of what the requirements

are and how they change across geography and depending on software development experience.

Fang and LeFevre [55] proposed an automated technique for configuring a user’s privacy settings

in online social networking sites. Paul et al. [118] present using a color coding scheme for making

privacy settings more usable. Squicciarini, Shehab, and Paci [142] propose a game-theoretic approach

for collaborative sharing and control of images in a social network. Toubiana et al. [148] present a

system that automatically applies users’ privacy settings for photo tagging. All these papers propose

new approaches to make privacy settings “better” from a user’s perspective (i.e., more usable and

more visible). Our results help development teams decide when and which of these techniques should

be implemented. We focus more on a broader requirements and engineering perspective of privacy

than on a specific technical perspective.

There has been a lot of recent work on the economic ramifications of privacy. For example,

Acquisti et al. [3] (and the references therein) conducted a number of field and online experiments

to investigate the economic valuations of privacy. In Section 2.3.4, we discussed whether users

would give up privacy for additional benefits like discounts or fewer advertisements. Our study

complements and contrasts the work of Acquisti et al. as described earlier.
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There has also been a lot of work about data anonymization and building accurate data models

for statistical use (e.g., [5, 49,88,121,159]). These techniques aim to preserve certain properties of

the data (e.g., statistical properties like average) so they can be useful in data mining while trying

to preserve privacy of individual records. Similarly, there has also been work on anonymizing social

networks [21] and anonymizing user profiles for personalized web search [175]. The broad approaches

include aggregating data to a higher level of granularity or adding noise and random perturbations.

There has been research on breaking the anonymity of data as well. Narayanan and Shmatikov [107]

show how it is possible to correlate public IMDb data with private anonymized Netflix movie rating

data resulting in the potential identification of the anonymized individuals. Backstrom et al. [12]

and Wondracek et al. [166] describe a series of attacks for de-anonymizing social networks.

Also in the software engineering community, recent papers on privacy mainly focused on data

anonymization techniques. Clause and Orso [33] propose techniques for the automated anonymization

of field data for software testing. They extend the work done by Castro et al. [32] using novel concepts

of path condition relaxation and breakable input conditions resulting in improving the effectiveness

of input anonymization. Taneja et al. [145] and Grechanik et al. [65] propose using k-anonymity [144]

for privacy by selectively anonymizing certain attributes of a database for software testing. They

propose novel approaches using static analysis for selecting which attributes to anonymize so that test

coverage remains high. Our work complements these papers as respondents in our study considered

anonymization an effective technique for mitigating privacy concerns and these techniques could be

used as part of a privacy framework.

There have been some recent papers on extracting privacy requirements from privacy regulations

and laws [27, 28]. These could be part of the privacy framework as well and help in reducing the

impact due to cultural differences for privacy. While this work focus on legal requirements, we focus

on the users’ understanding of privacy and how it differs from developers’ views. A few recent papers

have also discussed privacy requirements, mainly in the context of mobile applications. Mancini et

al. [95] conducted a field study to evaluate the impact of privacy and location tracking on social

relationships. Tun et al. [150] introduce a novel approach called “privacy arguments” and use it to

represent and analyze privacy requirements in mobile applications. Omoronyia et al. [112] propose an

adaptive framework using privacy aware requirements, which will satisfy runtime privacy properties.

Our focus is broader than the first two papers as we don’t limit our scope to mobile applications;
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nonetheless, many of our findings would apply directly. Our work is complementary to the last paper

where our findings could be used as part of the adaptive framework.

Finally, many authors in the software engineering and requirements engineering communities

mention privacy in the discussion or challenges section of their papers (e.g., [30, 92, 93, 104]. But

in most cases, there is little evidence and grounded theory about what, how, and in which context

privacy concerns exist and what the best measures for addressing them are. Our study helps in

clarifying these concerns and measures as well as comparing the different perceptions of people.

2.8 Conclusion

In this project, we conducted a study to explore the privacy requirements for users and developers

in modern software systems, such as Amazon and Facebook, that collect and store data about the

user. Our study consisted of 408 valid responses representing a broad spectrum of respondents:

people with and without software development experience and people from North America, Europe,

and Asia. While the broad majority of respondents (more than 91%) agreed about the importance

of privacy as a main issue for modern software systems, there was disagreement concerning the

concrete importance of different privacy concerns and the measures to address them. The biggest

concerns about privacy were data breaches and data sharing. Users were more concerned about data

aggregation and data distortion than developers. As far as mitigating privacy concerns, there was

little consensus on the best measure among users. In terms of data criticality, respondents rated

content of documents and personal data as most critical versus metadata and interaction data as

least critical.

We also identified difference in privacy perceptions based on the geographic location of the

respondent. Respondents from North America, for example, consider all types of data as less critical

for privacy than respondents from Europe or Asia/Pacific. Respondents from Europe are more

concerned about data breaches than data sharing whereas respondents from North America are

equally concerned about the two.

We also gave some insight into a framework and a set of guidelines on privacy requirements

for developers when designing and building software systems. This is an important direction for

future research and our results can help establish such a framework, which can be a catalog of
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privacy concerns and measures, a questionnaire to assess and fine-tune them, and perhaps a library

of reusable privacy components.

Finally, as far as societal computing is concerned, this project can be a good starting point for

exploring the various tradeoffs. The study design and artifacts can serve as a template for conducting

further studies that try to gain insights into what the user concerns are for the different tradeoffs

in societal computing. Typically, it is hard to know how different users with varying backgrounds,

diversity in geographic locations, and experience in software development will respond to different

societal concerns like cultural differences, laws, green computing, etc. Using a survey similar to the

one described in this chapter can help us achieve deeper insight into what the main concerns are

and how best to mitigate these concerns.

Further, generalizing this survey to other domains can help us understand and quantify these

tradeoffs in a more rigorous manner. The big take-away, as far as this project is concerned, is that

privacy is treated very differently by different populations. This might likely be the case for the

other domains of societal computing. If that is indeed the case, gaining a deeper insight would be

the first step towards trying to address these problems and the tradeoffs therein.
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Chapter 3

Making Privacy Understandable —

Crowdsourcing Privacy Settings

The results of the previous chapter show us that for mitigating privacy concerns, end-users are

equally satisfied with more transparency and details on how their data is being used. Complex

techniques like anonymization are not necessary. In this chapter, we build upon the results from our

survey — we present a tool that provides users with more transparency for controlling their privacy

settings on online social networks like Facebook.

Imagine systems like Facebook which have complex user interfaces and that change the privacy

settings often. Numerous studies have shown that the privacy settings of users are not what they

intended them to be [77,91,94]. Our approach towards solving this problem is to use Crowdsourcing.

For example, if most of my friends have their home address as private, maybe that would indicate to

me that I should change my settings to make my address private as well. Thus, for any user, we can

analyze what their settings are using the API and compare this to canonical settings. This canonical

list can be generated in multiple ways as preferred by the users — it could be a list of “trusted”

friends, it could be all friends of that user, it could be all of my friends, etc. This comparison will

be shown to the user via various visualizations (entire list of differences, a “score” between 0 and 1

that tells the users how private/public they are compared to the canonical list, etc.). This would be

similar to the “Gullibility Factor” mentioned earlier. Users can now choose to keep their settings the

same as they were before, modify them manually, or just mimic the settings from the canonical list.
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Even if the privacy settings are what they intended, maybe the users can benefit from seeing

what others do on the social networking website. Note, an important issue here is trust: I, typically,

would not trust any random friend or user of the website; my real life trust of a set of friends will

impact who I want to mimic.

3.1 Introduction

As social network platforms, such as Facebook, have increased the amount of personal data they

contain, the ease with which individual users can understand and control their own data is a growing

concern [169]. Current privacy settings are often complicated and difficult to navigate [62]. For

example, Facebook obfuscates privacy settings by splitting privacy controls across several seemingly

unrelated portions of the application. The problem is made worse by occasional unannounced changes

that are instituted without giving users the option to opt-out before the change takes effect [56].

Previous research efforts have focused on how well users understand their privacy. Some of this

research has shown a disparity between what users intend when configuring their privacy settings and

the reality of what their settings represent [90, 91]. Other research has introduced techniques aimed

at making privacy more understandable and easier to control. There have been several approaches,

including introducing separate third-party software to store and manage a social network user’s

content independently of the social network service [147], providing access controls that enable social

network users to segregate risky connections [18], and creating automated tools for classifying every

connection into labeled groups and then applying label-based privileges to these groups [55]. However,

none of these techniques allowed users to see and understand their privacy settings alongside the

privacy settings from other individuals or peer groups. Because social networks are designed for

sharing, a contextualized view of privacy (seeing one’s privacy settings alongside the settings of

others) is easier to understand than an isolated view. This is our approach. We use crowd sourced

data to give users more information with which to make decisions on how they would like to set

their privacy.

This project aims to introduce a crowd sourced technique for improving social network users’

understanding of privacy. To this end we conducted a study which included an online survey for

which we received 59 valid responses. As part of the survey, we presented users with three alternative
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privacy control options: 1. a 3-option model (easy/medium/hard), 2. a survey based model, and 3.

a crowd sourced model. After the survey, we performed follow-up interviews with 10 respondents

in order to confirm survey responses with additional qualitative feedback, and to determine if user

understanding of privacy could be improved with data visualizations. The visualizations used were

produced with data collected from 512 Facebook users over a 17 month period.

The results of the survey show that users tended to prefer the 3-option and survey-based models.

During the follow-up interviews users were presented with mock-ups of the three models and asked

to rate them. The results show that users preferred all of the alternative models over the current

controls, and in particular, the survey based and crowd sourced models were the most popular

options. We believe the change-of-preference reflects the lack of user familiarity with crowd sourced

models. Additionally, we found that 70% of users found data visualizations useful when configuring

privacy settings.

3.2 Approach

The motivation for this study was to improve user understanding of privacy by addressing issues that

currently exist with social network’s privacy controls: persistence (how long a user-defined setting

remains constant), validation (how easily a user is able to confirm their settings), and comparison

(the ability for users to see their privacy settings alongside the settings of other users and groups).

In this section, we outline our approach.

3.2.1 Crowdsourcing Privacy

In order to improve user understanding of privacy through a crowd sourced approach, we created

a set of visualizations that summarize a user’s privacy settings and provide a comparative view

with the settings from other users. These visualizations can be split into two different categories:

Individual Visualizations, containing only data for a single user, and Contextualized Visualizations,

showing a single users data in the context of the data of multiple users. The following subsections

describe the dataset that was used and the visualizations that were created.
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3.2.1.1 Dataset

Our dataset contains the information of 512 Facebook users, collected since May 1st 2012. The data

was collected using an automated tool that retrieved users’ privacy information from the Facebook

Graph API. On average, there were a total of 154 scans made per user. The number of scans varied

slightly due to API outages and incomplete or badly formatted API responses. Each scan has data

representing the amount of information in each category that a user is sharing, such as number of

mutual friends, number of check-ins, number of photos, etc., for a total of 41 different categories. By

collecting data across all categories for a single user, we have a measure of how much information

that particular user is sharing. Similarly, by combining the data collected across users, we have a

measure of how much each category is being shared.

3.2.1.2 Individual Visualizations

The first visualization (Figure 3.1) in this group, is a line graph displaying the data from each

category for an individual user across time. This view is valuable to a user because it allows them to

confirm their settings have not changed unexpectedly (persistence), and get an overview of their

settings (validation). The y-axis of the visualization represents the magnitude of the returned data.

For example, the number of friends a user has. The x-axis represents time, with each increment

marking a single scan of the user’s data. Each line in the visualization represents a different category.

The categories are set apart with different colors and distinct shapes for the anchors. When data

was unavailable for a category the value was mapped to 0. When the Facebook Graph API returned

an error, the value was mapped to -10. This visualization is helpful for identifying changes over

time for the different categories, and provides users with a history and current snapshot of what

information is being shared.

The second visualization (Figure 3.2) in this group is a word cloud. The word cloud provides

users with a quick and easily understood view of what categories they are sharing (validation and

persistence). The size of the font for each category represents the the magnitude of the shared

content (how many friends a user has). Categories for which a user shares no data have the smallest

font. If an API error was returned the text for that category is striked out. An example of this

is shown with the “inbox” in Figure 3.2. While the word cloud visualization provides users with

an easily understood display of their individual privacy settings, it could also be used to display
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the data of a group of users. In this case, the size of the font would represent the number of users

sharing a category, and the strike out would indicate that no users share the category. This would

allow users to quickly understand how common it is for an category to be shared (comparison).

3.2.1.3 Contextualized Visualizations

The first visualization (Figure 3.3) in this group is a series of donut charts. This visualization shows

an individual users content in the context of a larger group of users, thereby allowing them to easily

see how their settings compare to the settings of the members of the larger group. Each donut

represents all of the data collected from the 512 Facebook users for single category. The blue portion

of the donut represents the percentage of users that share data for the category, the orange represents

the percentage that do not have data for the category, and the gray represents the percentage for

which the Facebook Graph API returned an error. API errors typically indicated the category had

been restricted as policy or for which the user had restricted sharing. For the individual using this

visualization, we indicated whether or not they shared category by fading out the category if it was

not shared, and additionally adding a color-coded dot at the top left of the donut. This visualization

is useful when determining what are the trending privacy settings for a specific group (in this case,

the entire set of data that was collected from the 512 over the 17 period).

The second visualization (Figure 3.4) in this group displays data about how the settings for a

single category have changed over time, for multiple users, and highlights the individual user within

this data. The y-axis represents the magnitude of the data being shared (e.g., the number of friends),

and the x-axis represents the scan number (e.g., 50 represents the 50th scan). Each line represents a

single users data. The highlighted line represents the individuals users data among the larger group.

Again, for cases where there was no data returned the value was mapped to 0, and for cases where an

API error occurred the value was mapped to -10. This visualization provides the individual with a

good measure of how much information they are sharing compared to the larger group (comparison).

Additionally, this visualization is useful for detecting changes in privacy, or, in a broader context,

“global” changes (persistence and validation). As can be seen in Figure 3.4, if the visualization shows

abrupt changes to many users data simultaneously, it may indicate a policy change, widespread

error, or other noteworthy event.
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3.2.2 Alternative Tools

In order to determine if there are tools that are preferred over the currently available privacy

configuration tools, we selected a list of three alternatives. These tools attempt to simplify user

configuration of privacy by minimizing the amount of user input required to achieve the desired

settings.

The first mechanism is a 3-option (easy/medium/hard) system, where users can preset a system

wide default level of privacy from a list with only three options. The user could, for example, set

the default level of privacy to “completely private,” “friends only,” or “completely public”. This

mechanism enables users to quickly define a privacy level. The second system consists of a short

survey where users are indirectly asked about their personal preferences, and the tool would later

determine which are the best privacy settings for that user based on the responses. The third

mechanism is a crowd sourced tool, where users can set their privacy level based off a particular

individual or a group of their choosing.

For the three tools, in order to fully satisfy a user’s preferences, the settings determined would

serve as a baseline and users were given the option to later tweak the settings using the currently

available mechanisms.

3.3 Study Design

In this section we will describe the research questions and methods used to validate our approach.

3.3.1 Research Questions

The goal of this study is to examine methods for improving user understanding of privacy settings.

In particular, we want to determine if crowd sourced data can be used to simplify comprehension

of privacy settings. The Oxford English Dictionary defines privacy as the “Absence or avoidance

of publicity or display; secrecy, concealment, discretion; protection from public knowledge or

availability [1].” We use the term privacy specifically as it relates to data privacy for information

stored on social networks. We use the term privacy settings as a reference to the end-user configurable

settings managing the accessibility of data stored on social networks. By understand, we mean the

knowledge a user has about what information they are and are not sharing on a social network.
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Figure 3.1: Individual visualization: Visualization of a single user’s data from all categories presented

over time.

We are not interested in whether or not users are aware of potential consequences that sharing

information may entail.

We focused on the following research questions:

• RQ 1: Do users understand their current privacy settings? (Section 4)

• RQ 2: Can user understanding of privacy be improved using crowd sourced data? (Section 5)

• RQ 3: Are there tools for configuring privacy that are preferred over the currently provided

tools? (Section 6)

3.3.2 Research Methods

Our study is designed to both qualitatively and quantitatively explore user understanding of privacy

settings and preferences for privacy tools. As a quantitative approach, we created an online survey

that consisted of 26 questions. Out of these, 16 were closed questions and respondents had to choose

and answer from a given list of options. These questions consisted of 3-point and 5-point semantic
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Figure 3.2: Individual visualization: Visualization of a single user’s data from all categories as a

snapshot in time
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Figure 3.3: Contextualized visualization: A single user’s data from as a snapshot in time (small dot

top left corner) presented in the context of the same data collected from 512 users over 17 months

(the larger donut)
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Figure 3.4: Contextualized visualization: a single user’s data, for a single category presented over

time, in the context of the same data collected from 512 users over a 17 month period
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scale questions as well as multiple choice questions. We chose to use semantic scale questions because

they allow for quantitative measurement of subjective ratings while also allowing for some flexibility

in interpretation [127]. For example, one of the questions was: “Would you agree or disagree that you

are concerned about online privacy?” and the answer options were: “strongly agree,” “moderately

agree,” “neutral,” “moderately disagree,” and “strongly disagree.” We used the 3-point scale for the

majority of the semantic scale questions, as we did not need respondents to have the more granular

choices as provided by the 5-point scale. It has been shown that 3-point scales do not significantly

reduce reliability or validity [75]. Some of the multiple choice questions allowed respondents to

enter a personalized response into a field labeled other. For example, one of the questions was: “If

you would be willing to give up certain services or features in exchange for privacy, what services

or features would you be willing to discontinue?” and the answer options were: “Photo Sharing”,’

“Seeing friends of friends,” “Geotagging,” “Search availability (other people can find you on the social

network ),” “Messaging,” “Lists or Groups,” and “Other.” In total, the survey took 5-10 minutes to

answer.

In addition to the survey, we also performed follow-up interviews with 10 survey respondents

to gather additional quantitative as well as qualitative data. The follow-up interview consisted of

12 questions. For these questions, we used 3-point and 5-point semantic scales as well as yes-no

questions in cases where binary responses were all that was needed. For all of these questions, we

used the “’think aloud” technique, where the interviewee was told to speak freely in their response

to allow us to gather deeper insights about user perspectives on privacy. Data visualizations were

used to help describe the proposed privacy tools to the interviewees. The follow-up interviews were

performed in person or over Skype and took from 25-45 minutes to complete depending on the extent

to which the interviewee expanded on the interview question responses.

To increase reliability of the study [127], we took the following measures:

• Random order of answers: The answer options for the closed questions were randomly ordered.

This ensures that the answer order does not influence the response.

• Validation questions: To ensure that respondents did not fill out the answers arbitrarily, we

included two validation questions [8]. For example, one of the validation questions was: “What

is the result of 5+2?” Respondents who did not answer these questions correctly were not

included in the final set of valid responses.
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3.3.3 Survey Respondents

We did not have any restrictions on who could fill out the survey. Because we wanted a diverse set of

respondents, we distributed our survey through a variety of channels including social networks like

Facebook, Twitter, and LinkedIn, various mailing lists, and to personal and professional colleagues.

We also enlisted the help of colleagues to further widen the distribution of the survey.

In total 63 respondents filled out our survey between 2 August 2013 and 6 October 2013. Filtering

out the incomplete and invalid responses resulted in 59 valid responses (93.6% completion rate).

The survey is included in Appendix B and is also available along with summary information on our

website1.

3.3.4 Follow-up Interview Participants

After completing the survey, users were asked if they would be willing to participate in a follow-up

interview. Of the 59 valid survey respondents 19 agreed to participate. From these 19, we selected 10

respondents based on schedule availability and geographic diversity. The only restriction for someone

being able to participate in the follow-up interview, was that they had to be an active Facebook

user. The follow-up interview included a privacy analysis that would scan the respondent’s profile,

and use this data to generate a visualization of their privacy setup. The visualizations that were

generated are mentioned in Section 3.2.1.

3.4 Awareness and Understanding of Privacy

As mentioned earlier, one of the main goals of this study is to understand what is the current

understanding of privacy settings and attitudes towards privacy for a social network user (RQ1). In

this section, the findings of this study will be discussed.

3.4.1 Privacy in Social Networks

From a total of 59 users, 85% agreed that they are concerned about their privacy, while only 15%

were neutral or not concerned about this issue. During the follow-up interview, it was shown that

even though most of the privacy settings on Facebook are customizable with only a few clicks, most

1http://www.psl.cs.columbia.edu/1494/privacy-crowdsourcing/

http://www.psl.cs.columbia.edu/1494/privacy-crowdsourcing/
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from the respondents feel that this platform is “constantly changing the settings, making it hard to

customize privacy”. This result corroborates what others have studied [59].

Most respondents have configured their privacy settings, with 88% clearing their cookies, 85%

clearing their web browser cache, and 95% deleting their web browser history. Additionally, 73% of

respondents are concerned that some social networks track their online activity through their web

browsing history. These numbers show that most users are concerned about their online privacy on

social networks, and thus modify what information is made available to the social network.

When users were asked to rate themselves on their understanding of how to customize their

privacy settings using a scale of 1 to 5, where 1 is the least understanding and 5 is the most

understanding, 80% of respondents rated themselves above a 3. Using the same scale, 50% of

respondents rated themselves above a 3 on their understanding of what they are and are not sharing

on social networks.

However, when users were asked to change the visibility of a specific setting on Facebook (Contact

Settings: Website or Contact Settings: e-mail), only half of the respondents were able to perform

the task in under 3 minutes. If the respondent could not perform the task in under 3 minutes, the

task was considered timed out, and there was a binary classification of “task complete” and “task

incomplete.” It is interesting to note the disparity between the score respondents gave themselves,

as opposed to the actual knowledge they had on how to configure their privacy settings.

3.4.2 Cost of Privacy

Users were asked to answer a few questions designed to help researchers understand how much users

value their online privacy. These questions refer to different cost dimensions such as monetary cost,

green (ecological) cost, and service cost.

Monetary cost refers to the money people are willing to spend to protect their online privacy.

Even though users from different countries were asked to answer the survey, US dollars were used as

a standard metric for the survey question. A total of 22% of the respondents said they would be

willing to spend money in order to have privacy in their social networks, and 13% of all respondents

said they would be willing to spend $1 - $10 per year on privacy. For example, sites like LinkedIn

have a “premium fee” or extra charge that provide users with additional privacy features in exchange

for a monetary cost. It is interesting to note that although respondents are concerned about their
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online privacy, few are willing to pay to protect it. These results are consistent with has been

researched by others [3].

Performing any operation on a computer requires energy. According to Google, serving a single

user for one month emits about 8 grams of carbon per day, which is similar to driving a car for

a mile [64]. We wanted to determine if users would be willing to incur in an environmental cost

associated with increased privacy. From the online survey responses, 19% of the users would be

willing to give up certain services in exchange for a reduced environmental cost. The services they

were more likely to give up were: friends of friends visibility (15%), geotagging (12%), and individual

photo sharing (8%).

When users were asked if they would be willing to give up certain services in exchange for

increased privacy, 59% said they would be willing to give up some services. Some of the most

common services that users were willing to give up were: geotagging (49%), friends of friends

visibility (42%), and search availability (32%).

3.5 Improving User Understanding of Privacy

In order to determine if user understanding of privacy can be improved through a crowd sourced

approach (RQ2), users were asked to evaluate the visualizations from Section 3.2.1. A semantic scale

of 1 to 5 was used, where 1 is the least useful and 5 is the most useful. Additionally, users were

asked if they would use a tool that included these visualizations.

Using the semantic scale, 70% of users rated the crowd sourced visualization tool above a 3.

User appreciated the fact that they could “easily see any changes in their settings”. Users were

additionally asked if they would use such a tool. 80% of the respondents said they would use it at

least once, arguing that the visualizations are a good way to verify if what they configured actually

represents what they meant.

When asked how often would they like to be notified about their privacy settings, most respondents

(90%) said they would prefer to be notified any time there is a change in their settings, 20% would

like to have a monthly report, and 10% would like to have a daily report. Users were also asked how

often they would like their information to be scanned (e.g., granularity for the graphs), and 50%
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of respondents preferred daily granularity, 30% a monthly granularity, and 10% preferred a weekly

scan.

60% of respondents would prefer to have this tool built into the social network which was

accessible at any time, as opposed to 40% of the respondents that would like to be notified through

email, and only 10% would like to have the service presented as a Facebook application. There were

no respondents who preferred a standalone application or a browser plug-in.

3.6 Privacy Management Tools

In order to identify if there are tools for configuring privacy that are preferred over the currently

provided tools (RQ3), users were presented 3 different tools for customizing their privacy settings.

The tools were present in both the survey and the follow-up interview.

From the survey, 56% of the respondents said they would like to have the 3 option system for

configuring privacy. 54% of respondents said they would like to have the short survey mechanism.

The crowdsourcing mechanism was the least popular, with only 22% of respondents wanting to have

this mechanism available for configuring their their privacy. The two popular options are mechanisms

where there is no additional information about what other users are sharing, or metrics about what

is more or less common to share in a particular social network.

During the follow-up interview, users were asked to rank each of these mechanisms, as well as the

current mechanisms on Facebook. For this purpose, a semantic scale of 1 to 5 where 1 is the least

suitable and 5 is the most suitable was used. A summary of the results is presented in Figure 3.5.

Most of the respondents, 80%, ranked the current privacy mechanisms below a 3. Users justified

the low score by arguing that Facebook’s current privacy mechanisms are “difficult to understand

and configure”. For the 3 option system, most users 50% ranked it above a 3. This system had

mixed reviews. According to the respondents, one of the major benefits is that they have a “known

level of privacy” which they can then later tweak to meet their specific requirements.

The survey based approach was rated either above a 3 by 70% of the participants. According

to the respondents, this system’s main benefit is that it doesn’t have predefined standards as the

first mechanism (3 option), but instead it relies on inferring the ideal settings given a user’s privacy

requirements. Respondents argue that some networks have similar systems in place where a tour of
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Figure 3.5: Distribution of of ratings for privacy management tools from follow-up interview

the settings is provided, yet respondents feel they don’t want to “spend useful time” answering these

questions, or viewing the tours in order to get a finer tuned privacy setup. However, if the survey

were short enough, they would like to define their default settings using this mechanism.

The final mechanism that was presented to the respondents consisted of using crowd sourced

data to provide users with additional information when configuring their privacy. This was the

most polarized system, and 60% of the respondents rated this tool above a 3. Users gave positive

feedback to the fact that they were able to view their privacy setup compared to another group of

users information thus enabling them to mimic the settings for that particular group. However, the

respondents that did not like this system claimed that “they would not trust the privacy configuration

skills from other users” in the network.

It is interesting to note that, during the survey, the crowd sourced system was the least popular

option, but, once users had the opportunity to ask questions and look at a mock-up of the system, it

had the greatest number of respondents ranking it a 5.
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3.7 Discussion

By using crowd sourced data, our approach introduces a new technique to end-users for understanding

and configuring their privacy. As a first attempt, our research shows that, given the opportunity

to ask questions and explore different configuration options in detail during follow-up interviews,

users preferred the crowd sourced model. However, during the survey stage of research, before

the subjects were able to ask questions, they rated the crowd sourced model lower than the other

available options.

3.7.1 Implications of Results

Our research shows that part of the problem with current privacy controls is that users find them

difficult to navigate. For example, Facebook obfuscates privacy settings by having category specific

panels for certain settings instead of a single centralized set of controls. This makes it difficult for

users to develop a comprehensive understanding of their individual privacy settings. When we asked

users to change the website field from their Contact Settings from its current setting to some other

setting (Section 3.4.2), most users immediately navigated to the general privacy settings panel which

does not provide access to this field. From the 10 interviewees only half were able to successfully

change the setting in the time given. This suggests having a centralized location where all privacy

settings could be configured would be beneficial to users.

Some other problems with current privacy controls concern persistence, validation, and comparison.

Many of the interviewees disclaimed that although they understood how they had configured their

privacy, their current settings may not reflect that configuration because of how often Facebook

makes changes. This shows a lack of confidence in the persistence of user configured settings and,

as shown by Mashima et al. [96], this doesn’t translate to user action addressing these concerns.

Furthermore, this highlights the inability of users to validate how they believe their settings are

configured. Finally, current settings do not provide any context to users allowing them to compare

their own settings to the settings of other users. By not providing context, there is an implicit

suggestion that users already know what they do and do not want to share, and that there is some

inherent “correct” way to sharing that is obvious to users. Instead, we argue that users can benefit
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by comparing to others and our results corroborate this. Our approach addresses these problems as

follows:

• Validate: By using crowd sourced data, our technique can provide users with an overview

highlighting what information is and is not being shared.

• Persistence: By collecting snapshots of a user’s settings over time, our approach can monitor

and alert users to unanticipated changes.

• Comparison: The contextualized view provided with crowd sourced data allows users to

quickly identify irregularities, or areas where they may find they want to adjust their settings.

Our results suggests that many users do not know about all of the categories exist in their profiles.

When asked to change the website field visibility from their contact settings most users said they

did not know this was a part of their profile. We believe context is especially helpful when users are

configuring privacy for for categories they are unfamiliar with.

As part of the follow-up interview process, we wanted to find out not only if users preferred

crowd sourced data and found it helpful, but also how they would like to be presented with the crowd

sourced tools. We provided users with the following options: “Stand alone application,” “Browser

plug-in,” “e-mail service,” “Facebook app,” and “Other.” Almost all users said they would prefer

that the tool be a built in to Facebook. This suggests getting user adoption of crowd sourced tools

without the participation of social network providers would be challenging.

3.7.2 Threats to Validity

There are several limitations to the validity of our study. First, there is a selection bias because

the sample of individuals that answered our survey were self-selected. This implies that our results

are only applicable to the volunteering population, which does not represent a complete sample of

all the social network users. Also, the sample comprises individuals from different countries and

cultures, and results may vary if the study is repeated within a specific group. However, the sample

is broad enough to allow us to identify statistically significant trends and relationships.

Regarding internal validity, the fact that users filled out a survey implies that only certain

concerns can be identified. Also, the questions and the format in which they are presented might
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constrain the limits of such concerns. It is possible that the study overlooked certain concerns

and preferred methodologies due to the design of the survey. However, we attempted to mitigate

this validity issue by including open-ended questions where respondents could further expand their

answers, and by having “think aloud” questions during the follow-up interview.

An inherent property of an online survey is that respondents may not fully understand each of

the questions and they might also select arbitrary responses. To address these concerns, we included

validation questions and only report statistics about respondents that correctly answered these

questions.

Despite these limitations, we managed to get a diverse and large set of respondents. This increases

our confidence about the overall trends that reported in this project.

3.8 Related Work

Extensive research has been focused on improving user understanding of privacy and on simplifying

privacy configuration. In the following paragraphs, we highlight important examples of this research.

Many studies have focused on the divide between what information users believe they are sharing

and what is actually being shared and with whom. Stutzman et al. [143] show that as Facebook users

increase the ammount of information they share privately they unknowingly disclosed information to

so called “silent listeners.” Madjeski et al. [94] find that of the 65 participants in their study, the

majority either share (94%) or hide (85%) information unintentionally. This is further supported in

the findings of Liu et al. [91] showing that just 37% of users’ settings coincided with their expectations

and “almost always expose content to more users than expected.” Johnson et al. [77] conclude that

user understanding of privacy is especially at risk when considering what information is shared

with “members of the friend network who dynamically become inappropriate audiences based on the

context of a post.” Young and Quan-Haase [169] investigate factors that influence university students

to disclose personal information on Facebook. They also study the different strategies students

develop to protect themselves against privacy threats. These studies all highlight the challenges

confronting users when trying to manage their privacy settings on social networks but stop short of

making proposals for how these challenges can be addressed. Our approach compliments the results
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obtained from these studies and uses this information as a basis for proposing a crowd sourced

system that improves user understanding.

There are other researchers investigating and developing different tools and techniques to manage

privacy in online social networks. For example, an automatic technique proposed by Fang and

LeFevre [55] configures a user’s privacy settings in social networking sites by creating a machine

learning model that requires limited user input. Tootoonchian et al. [147] propose a system called

Lockr that improves the privacy of centralized and decentralized online content sharing systems.

Squicciarini et al. [142] model the problem of collaborative enforcement of privacy policies on shared

data by using game theory. By extending the notion of content ownership, they propose a solution

that offers automated ways to share images. Another tool, developed by Toubiana et al. [148], was

designed as a geo-location aided system that allows users to declare their photo tagging preferences

at the time a picture is taken. This system enforces users tagging preferences without revealing their

identity. Lipford et al. [90] investigate mechanisms for socially appropriate privacy management in

online social networks. They study the role of interface usability in the configuration of privacy

settings and develop a first prototype where profile information is presented in an audience-oriented

view. A tool called PrivAware, developed by Becker and Chen [18], detects and reports unintended

information loss in online social networks. Additionally, this tool recommends action to take to

mitigate privacy risk. Although these studies propose alternative tools and mechanisms for configuring

privacy, to the best of our knowledge, there have been no tools that present a contextualized view of

privacy during user configuration.

3.9 Conclusion

In this project, we conducted a study presenting a crowd sourced approach for simplifying the

configuration and understanding of social network privacy settings. The study was divided into two

sections: a survey for which we collected 59 valid responses and a follow-up interview for which 10

survey respondents participated. While only a small portion (22%) of the survey responses indicated

they would prefer a crowd sourced tool for configuring privacy, during follow-up interviews 60% of

participants said they would prefer such a tool over the current settings after having the opportunity

to explore our approach more thoroughly.
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Currently there are several obstacles that complicate user understanding and configuration of

privacy. These are obfuscatory privacy control mechanisms instituted by social networks, frequent

changes to privacy policy, and default settings intended to provide access to a users data. Our

approach addresses these problems by simplifying comprehension of privacy through the use of data

visualizations which provide an overview of the settings for each category in a user’s profile.

We also provided users with data visualizations showing an individuals privacy setup and history

in a contextualized view. For the individual visualizations, these are helpful as a quick summary of

which categories are being shared and a quick way of determining in what ways their privacy setup

has changed over time. These would allow a user to identify expected and unexpected changes in

privacy by reviewing how their settings change. While some participants in the follow-up interviews

did not prefer our crowd sourced approach, 70% said they found the data visualizations useful and

80% said they would use them at least once.

Our approach could be used to influence the development of future privacy control mechanisms.

Although our mock-up and visualizations only serve as a template for what information such a system

may include, our results show that a crowd sourced approach does improve user understanding of

privacy.

Finally, as far as societal computing is concerned, our crowdsourcing technique can be leveraged

to help address problems in other domains of societal computing. The basis of this approach was the

large online survey described in the previous chapter. The results from that survey showed how users

are equally satisfied with techniques that provide more data transparency for mitigating privacy

concerns. A similar methodology can be employed to address tradeoffs in other domains of societal

computing. The first step would be to gather a deeper insight from users via a survey. Based on

the user feedback, new techniques could be developed and the efficacy of these new techniques can

be verified using the study design described in this chapter as a template. Crowdsourcing, on its

own, is a very powerful approach and we feel that there will be many different domains in societal

computing where it will fit very naturally and help address many of the tradeoffs therein.
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Chapter 4

Detecting Privacy Bugs via End-User

Regression Testing

An added benefit of the crowdsourcing approach described in the previous chapter is that it can

help detect privacy bugs in software systems. Further, we don’t need access to source code to detect

these bugs, i.e., they can be done from an end-user perspective. We now describe the project that

focuses on this aspect of the crowdsourcing approach.

4.1 Introduction

End-user Software Engineering (EUSE) is becoming an increasingly important as “computer pro-

gramming, almost as much as computer use, is becoming a widespread, pervasive practice.” [83].

EUSE ranges from requirements and design to testing and debugging. End-user testing, in particular,

is important for privacy because the end-users have little or no say in the functional specifications of

or changes to social computing software, and because its online software they cannot avoid upgrading

after each change or continue to use an “old version.” Plus well-known social computing systems have

an established history of making changes that breach privacy with no a priori ability for end-users

to opt out [56]. But the end-users are not, in general, trained software engineers so any methodology

and technology must be simple and easy to use without training.

Consider the following scenario for Pete – a user of a social system like Facebook. Pete is

comfortable using websites and computers, but doesn’t have a very strong technical background in
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Computer Science or Software Engineering. He is worried about his privacy when he uses Facebook

though. There has been a lot of media coverage about privacy concerns, how they keep changing

their privacy policy periodically, how hard it is to figure out all the privacy settings, and so on and

this has caused Pete some concern. Pete likes using the system to keep in touch with his friends and

professional colleagues, but he doesn’t want strangers to have access to his personal information,

photos, likes, dislikes, etc. He has used some of the “how to” guides to configure his settings to what

he wants to them (or so he thinks).

A scenario like this raises a number of interesting software engineering research challenges:

1. R1: Users’ Mental Model of Privacy — How can we make complex privacy settings easier to

understand and verify for Pete? (e.g., If I think my photos are shared with only my friends, is

that really the case?) — Requirements Engineering for Privacy.

2. R2: Code/API Bugs — How can we detect if privacy settings that are in place remain the same

as the software evolves and changes over time? (e.g., If my photos are currently only shared

with my friends, how do I know that they won’t “automatically” get shared with everyone due

to a software bug?) — Regression Testing for Privacy.

3. R3: Policy Changes — How can we detect system wide policy changes that might cause

privacy settings to change? (e.g., If my photos are private right now, how do we detect if

there a policy change that makes all photos publicly accessible?) — Regression Testing for

Privacy.

Ideally, for users like Pete who do not have access to the source code of systems like Facebook,

we want to do this from an end-user perspective. In this project, we present a novel technique that

leverages a social, crowdsourced approach for detecting bugs from the end-user perspective. To

the best of our knowledge, this is the first technique that leverages regression testing for detecting

privacy bugs.

Continuing the scenario above – consider Roger, a friend of Pete on the social system. Roger can

manually monitor what part of Pete’s information is visible to him. This monitoring can be done

periodically as often as Pete/Roger deem necessary – say, every day, every hour, once a month, and

so on.

Using this monitoring, Roger can inform Pete when the information he sees changes. For example,

he might suddenly see a whole lot of new information that is now visible. This might be due to: (1)
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Pete added more information manually; (2) Pete changed his privacy settings either deliberately or

accidentally; (3) Pete didn’t do anything – there is a bug in the code or API, possibly due to code

changes; and (4) Pete didn’t do anything – the social system made a wide policy change where this

information for many or all of its users is now visible. Pete, now, using this feedback from Roger,

can decide whether it’s ok for the new information to be visible and take the appropriate actions

such as changing the settings back to what he wants them to do, reviewing the privacy settings or

doing nothing.

This, however, can be very tedious for Roger to have to do all this manually, particularly, if

frequently done, and he could easily forget to check certain things. Thus, automated monitoring is

essential and can be done if the system provides an API. A lot of social systems like Facebook [50],

Twitter [152], Last.fm [87], and Google+ [63] do provide an API whose main purpose is to build an

ecosystem of app developers for the system. We can leverage such APIs where possible and if an

API doesn’t exist, the same goal can be achieved via screen scraping.

This is our broad approach — using one’s friends for detecting potential privacy violations. We

call this Social Testing . There are more specific details that need to be dealt with based on the

platform and API and we discuss this in Sections 4.2 and 4.3. This latter section also contains

details about the feasibility of this approach and the kinds of privacy bugs it has helped us uncover.

The main advantages of this approach are:

1. We don’t need access to source code for detecting privacy bugs. Hence, this makes it very

suitable to be employed by end-users (rather than software programmers building the system).

2. It leverages the social nature of these systems for detecting these bugs.

3. It can detect privacy bugs due to changes in the code, i.e., regression testing for privacy.

The contributions of this project are:

• A novel software testing technique, called social testing, for the social circles of end-users to

detect privacy bugs using regression testing. Social testing could potentially also be used for

applications other than privacy preservation in social systems, such as in the multi-player

gaming community;

• Two prototype tools that implement our technique for Facebook and Twitter; and
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• A large empirical evaluation of our technique that demonstrates: (1) the feasibility and utility

of our technique; and (2) the different kinds of bugs it can help detect.

4.2 Approach — Social Testing

The broad technique for our social testing approach is to use one’s friends to help with software

engineering problems. Our approach leverages the inherently social aspect of these systems, which

are used for interacting and communicating with other users. This approach will apply only to

systems where users are members of possibly overlapping groups and input information intended

to be shared with some of these groups they are members of but not with other groups they are

members of. This includes the cases of the singleton group – just me – and the universal group –

everyone who uses the system, or anyone who uses the internet since many social systems often allow

certain access with no login at all.

This technique could apply towards many different functional and non-functional requirements

for end-users such as privacy, performance, and so on. In this project, we focus on privacy testing

and in particular, on R2 (detecting privacy bugs in code/API implementations) and R3 (detecting

system wide policy changes for privacy). There are two possible kinds of privacy violations:

• Over-sharing — From a user’s point of view, this piece of information should have been private,

but it can be viewed by others.

• Under-sharing — From a user’s point of view, this piece of information should have been

public, but it cannot be viewed by others.

We deal with both of these types of privacy violations. As our technique is intended for end-users,

we assume that there is no access to source code. The main crux of our technique is — a user

can choose his/her friends to periodically monitor what’s visible to them via the social system.

When they see a change in what’s visible, this might be a privacy violation and they can inform the

user. Thus, the aforementioned privacy violations, from the point of view of the tester, become: (1)

Over-sharing — seeing more than you should; and (2) Under-sharing — seeing less than you should.

Thus, we use a social approach for detecting privacy bugs. The algorithm for our technique

(from the tester’s point of view) is outlined next: a) Implement/Download/Build a wrapper that

can “talk” to the system under test (via an API, screenscraping, etc.). b) Generate a list of users to
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monitor. c) Decide on the policies (how often to monitor, which things to monitor). d) Based on the

policies, use the wrapper to monitor the user(s). e) Generate diffs (i.e., differences) between the

information just received and from the previous run. f) If there is a diff, inform the user on what

changed. g) Repeat steps 4-6, as needed and update steps 2-3, when necessary.

We discuss the platform and API specific implementation issues, examples of privacy bugs that

we found, and how this technique can help address R2 and R3 in the next section.

4.3 Empirical Evaluation

For our empirical evaluation, we built two prototype tools: one for Facebook; one for Twitter. Using

these tools, we evaluated how our technique could help addressing R2 and R3. In particular, we

had two specific research questions for our empirical evaluations:

RQ1: Feasibility — Does using our technique help in detecting privacy bugs?

RQ2: Utility — What kinds of bugs does it detect? Does it help with, both, R2 (Code/API Bugs)

and R3 (Policy Changes)?

4.3.1 Privacy and Facebook

Facebook is a great example for doing an empirical evaluation on privacy as it follows a fine-grained

privacy model. It has many different privacy parameters and options; broadly, users can choose

who gets to see what type of data with a lot of granularity. It provides an API, called the Graph

API, that represents the Facebook social graph using objects and connections between objects [51].

Examples of the objects include User, Events, Groups, and Applications. The User object contains

fields such as name, gender, and birthday and “connections” such as albums, family, groups, likes,

movies, and videos. Table 4.1 shows a complete list of User Connections in Facebook and is available

on the Facebook User API page [52].

Table 4.1 shows the user connections that are available via the Facebook API.
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Table 4.1: User Connections as listed on the Facebook User API [52]

Name Description

accounts The Facebook apps and pages owned by the current user.

achievements The achievements for the user.

activities The activities listed on the user’s profile.

albums The photo albums this user has created.

apprequests The user’s outstanding requests from an app.

books The books listed on the user’s profile.

checkins The places that the user has checked-into.

events The events this user is attending.

family The user’s family relationships

feed The user’s wall.

friendlists The user’s friend lists.

friendrequests The user’s incoming friend requests.

friends The user’s friends.

games Games the user has added to the Arts and Entertainment section of their

profile.

groups The Groups that the user belongs to.

home The user’s news feed.

inbox The Threads in this user’s inbox.

interests The interests listed on the user’s profile.

likes All the pages this user has liked.

links The user’s posted links.

locations Posts, statuses, and photos in which the user has been tagged at a

location.

movies The movies listed on the user’s profile.

music The music listed on the user’s profile.

mutualfriends The mutual friends between two users.

notes The user’s notes.
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Table 4.1: (continued)

Name Description

notifications The notifications for the user.

outbox The messages in this user’s outbox.

payments The Facebook Credits orders the user placed with an application.

permissions The permissions that user has granted the application.

photos Photos the user (or friend) is tagged in.

picture The user’s profile picture.

pokes The user’s pokes.

posts The user’s own posts.

questions The user’s questions.

scores The current scores for the user in games.

statuses The user’s status updates.

subscribedto People you’re subscribed to.

subscribers The user’s subscribers.

tagged Posts the user is tagged in.

television The television listed on the user’s profile.

updates The updates in this user’s inbox.

videos The videos this user has been tagged in.

In general, there is a lot of flexibility for the user to choose the privacy settings for all of these.

Users can share the data with no one, with selected friends, with all friends, with friends of friends,

with certain networks (such as “Columbia University”), and with everyone. Users can also allow

certain apps to access this information.

4.3.1.1 Prototype Tool

Our tool is a prototype implementation of the social technique for detecting privacy bugs in Facebook.

It is easily configurable and can fetch any data provided by the Facebook API. For the purposes of
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this study, we focused on getting only the User Connections from [52]. The prototype tool consists

of two separate components: the Data Monitor and the Diff Visualizer.

The Data Monitor is implemented as a set of Ruby scripts. It uses the Koala library [7], which

is a Facebook library for Ruby and supports the Graph API. The Data Monitor works as follows:

First, given a list of users, for each user, it uses Koala to get data for that user. It gets all the data

listed in [52] (except the “picture” connection, which didn’t exist when we started collecting data).

The Facebook API supports a “Batch mode” for making data requests and we use this mode to

reduce the load of the servers and to get data more efficiently. Once the Data Monitor has the data,

it writes it out to a log file. We create a separate log file per user. To limit the data that needs to

be stored and also for privacy reasons, we do not store the entire data; we keep only the count of

data items and codify the data received according to the schema defined below:

• 0, nil — This is used when the API returns an error. This is typically a permissions error,

but can also include other server side errors.

• 1, 0 — This is used when the API returns an empty data set. This means that either there is

no data in that category or that the data exists but has been hidden by the user. Note that

with the latter case, it will return a 1, 0 and not a 0, nil.

• 2, x — This is used when the API returns some data. x is the count of the number of items

received. For example, if there were 10 locations that the user had been tagged at, we would

log 2, 10.

The log file, thus, contains multiple lines of data. Each line contains two things: (1) The current

timestamp when the data was received; and (2) An array containing the username and the 41 arrays

for the connections encoded into the schema shown above. A sample log file is shown in Listing 4.1.

The Diff Visualizer, which is also a set of Ruby scripts, parses each log file and creates a human

readable output if there is a diff (i.e., difference) between any consecutive runs for a user. If there

is a difference, it will print out the pairwise timestamps and what the old and the new values are.

We divide a difference into two categories: a Major Difference and a Minor Difference. A Major

Difference occurs when, for a certain connection, the data received changes the codifying categories.

For example, if music was 2, 8 and became 1, 0, this would be a Major Difference. A Minor Difference,

on the other hand, occurs when the data changes, but does not change the codifying category. For
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Fri Apr 27 13 : 12 : 30 −0400 2012 , [ " someUser " , [ 2 , 259 ] , [ 2 , 1 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 2 ,

2 5 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 2 , 1 9 ] , [ 1 , 0 ] , [ 2 , 3 ] , [ 2 , 2 5 ] , [ 1 , 0 ] , [ 1 , 0 ] ,

[ 1 , 0 ] , [ 2 , 2 5 ] , [ 2 , 2 0 ] , [ 2 , 2 5 ] , [ 2 , 4 ] , [ 1 , 0 ] , [ 2 , 1 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 ,

n i l ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 , n i l ] , [ 0 , n i l ] , [ 2 , 1 ] , [ 0 , n i l ] , [ 0 , n i l ] ,

[ 0 , n i l ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 , n i l ] ]

Tue May 01 15 : 22 : 35 −0400 2012 , [ " someUser " , [ 2 , 259 ] , [ 2 , 1 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 2 ,

2 5 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 2 , 1 8 ] , [ 1 , 0 ] , [ 2 , 3 ] , [ 2 , 2 5 ] , [ 1 , 0 ] , [ 1 , 0 ] ,

[ 1 , 0 ] , [ 2 , 2 5 ] , [ 2 , 2 0 ] , [ 2 , 2 5 ] , [ 2 , 4 ] , [ 1 , 0 ] , [ 2 , 1 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 ,

n i l ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 , n i l ] , [ 0 , n i l ] , [ 2 , 1 ] , [ 0 , n i l ] , [ 0 , n i l ] ,

[ 0 , n i l ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 0 , n i l ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 1 , 0 ] , [ 0 , n i l ] ]

Listing 4.1: Sample Log File for someUser. Note: We anonymized the username and replaced it with

someUser. The order of arrays is as follows: friends, accounts, apprequests, activities, albums, books,

checkins, events, feed, interests, likes, links, movies, music, notes, photos, posts, statuses, tagged,

television, videos, achievements, family, friendlists, friendrequests, games, groups, home, inbox,

locations, mutualfriends, notifications, outbox, payments, permissions, pokes, questions, scores,

subscribedto, subscribers, updates.

example, if music was 2, 10 and became 2, 12, this would be a Minor Difference. We, thus, have two

variants of the Diff Visualizer, which will print out either Major or Minor Differences as needed. A

sample output containing both Major and Minor Differences is shown in Listing 4.2.

4.3.1.2 Feasibility

The first step in our empirical evaluation was to show the feasibility of our approach and tool. For

this step, we used the tool to access the Facebook data of a research colleague of the first author.

Facebook uses OAuth 2.0 [71], which is an open standard for authentication. We provided our tool

with the first author’s OAuth 2.0 access token so that the tool can access the same data that the

first author can. This is the equivalent of the research colleague, using our social approach, asking

the first author to monitor his information on Facebook. For this step of the evaluation, we did the

following:

1. We accessed the Facebook data of the research colleague (name anonymized, for privacy

reasons).
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======May 25 2012 and May 27 2012======

friends − Old : 2 , 783 , New: 2 , 784

events − Old : 2 , 1 , New: 1 , 0

feed − Old : 2 , 15 , New: 2 , 16

l ikes − Old : 2 , 202 , New: 2 , 200

posts − Old : 2 , 6 , New: 2 , 7

tagged − Old : 2 , 9 , New: 2 , 10

======May 27 2012 and May 28 2012======

friends − Old : 2 , 784 , New: 2 , 783

posts − Old : 2 , 7 , New: 2 , 8

tagged − Old : 2 , 10 , New: 2 , 9

Listing 4.2: Sample Diff Output for a user. events is an example of a Major Difference; the others

are all Minor Differences.

2. After the data was accessed, we asked the colleague to turn on privacy controls and make the

data less visible. This would enable us to check if our tool could detect changes in privacy,

where data is made less visible. The colleague did this by adding the first author to one of his

pre-defined friend lists that had very limited access to his profile. We accessed the data using

our tool again.

3. Finally, we asked the colleague to turn off the privacy controls and make the data more visible.

This would enable us to check if our tool could detect changes in privacy, where data is made

more visible. We accessed the data again using our tool.

The output from the Diff Visualizer is shown in Figure 4.1. As the figure shows, turning on the

privacy settings reduces visibility — things like photos, locations, and feed were visible earlier and

the Facebook API responses contained data; with the privacy settings on, the Facebook API returns

an empty set. Turning off the privacy settings makes the data visible again, as seen in the right

hand side of the figure.

Our Facebook prototype tool can thus detect changes in privacy settings. These changes can

either be data being made more private or data being made less private. Thus, if someone suddenly

starts sharing more or less data than before, our tool would detect this and this could indicate a

privacy bug. Next, we show some examples of bugs our tool can help detect.
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=====Apr 24 2012 and Apr 25 2012=====

feed − Old : 2 , 19 , New: 1 , 0

photos − Old : 2 , 25 , New: 1 , 0

posts − Old : 2 , 19 , New: 1 , 0

tagged − Old : 2 , 5 , New: 1 , 0

videos − Old : 2 , 1 , New: 1 , 0

locations − Old : 2 , 1 , New: 1 , 0

(a) Turning On the Privacy Settings

=====Apr 25 2012 and Apr 27 2012=====

feed − Old : 1 , 0 , New: 2 , 19

photos − Old : 1 , 0 , New: 2 , 25

posts − Old : 1 , 0 , New: 2 , 20

tagged − Old : 1 , 0 , New: 2 , 4

videos − Old : 1 , 0 , New: 2 , 1

locations − Old : 1 , 0 , New: 2 , 1

(b) Turning Off the Privacy Settings

Figure 4.1: Changing Privacy Settings — Output as seen from our tool

4.3.1.3 Facebook Bugs — Family and Friendlists

We ran our Facebook prototype tool using the first author’s access token and collected data for

all his Facebook friends (n = 516). The data was collected roughly every day for each user for

approximately eleven weeks (from May 1, 2012 to July 20, 2012). For each user, the number of

data points (i.e., the number of days on which we successfully got data from the Facebook servers)

was, on average, 36.24 (σ = 3.26, median = 36, max = 44, min = 25). (Please see Section 4.4 for a

discussion on the number of data points and on the robustness of our approach.)

Upon running the Diff Visualizer, we found that 63.18% (326 out of 519) of the users had Major

and Minor Differences during the data monitoring period. Out of these, there were a total of 5065

Minor Differences (on average, 15.54 per user) and 780 Major Differences (on average, 2.39 per user).

Not all of these differences necessarily imply privacy bugs; some of these differences would arise

from the “normal” use of these systems, i.e., users adding new photos from a recent trip and so on.

But even in these cases, the users may not be aware with whom they are now sharing this new

information.

We now highlight, in this and the next subsection, a couple of interesting case studies on the

bugs that were discovered using our tool. For a certain user, there was one family member being

shown for the first three weeks of the data monitoring period. On May 23, 2012, our tool found a

lot of Major Differences (there had been other, unrelated, Minor Differences previously) for that

user. The output from our tool for the entire monitoring period is shown in Listing 4.3. The last

diff shows a lot less data being visible. Was this a case of a user turning on privacy settings? Or
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======May 04 2012 and May 07 2012======

feed − Old : 2 , 21 , New: 2 , 20

posts − Old : 2 , 15 , New: 2 , 14

======May 11 2012 and May 14 2012======

feed − Old : 2 , 20 , New: 2 , 19

tagged − Old : 2 , 11 , New: 2 , 10

======May 18 2012 and May 21 2012======

posts − Old : 2 , 14 , New: 2 , 15

tagged − Old : 2 , 10 , New: 2 , 8

======May 22 2012 and May 23 2012======

albums − Old : 2 , 3 , New: 1 , 0

feed − Old : 2 , 19 , New: 1 , 0

l ikes − Old : 2 , 2 , New: 1 , 0

photos − Old : 2 , 25 , New: 1 , 0

posts − Old : 2 , 15 , New: 1 , 0

tagged − Old : 2 , 8 , New: 1 , 0

family – Old: 2, 1, New: 1, 0

groups − Old : 2 , 2 , New: 1 , 0

locations − Old : 2 , 4 , New: 1 , 0

Listing 4.3: Facebook Family Bug — Output as seen from our tool

perhaps did something change in the Facebook Code or API resulting in a bug? We tried to find out

the cause. We were, of course, limited in our efforts as we don’t have access to the source code. We

decided to focus on the family connection, which lists a user’s family members. This is highlighted

in red in Listing 4.3.

The first step of our investigation was to see the actual page on Facebook. On the page, the

family member was still visible. This is shown in Figure 4.2a, highlighted in red (user details have

been blurred out to protect privacy). To ensure that there were no bugs in our tool implementation,

we used the Facebook Graph API Explorer and verified that this returned an empty data set. This

is shown in Figure 4.2b.

Finally, we started looking at Facebook bug reports to see if anyone else had reported a similar

issue. We found two relevant bug reports. The most relevant bug report was titled “Can no longer

access FriendList members on test users” [53]. In this bug report, a user had created two test users
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(a) The Facebook Website — The highlighted red

rectangle shows the family member.

(b) API — Using the API, the list of family members

is empty.

Figure 4.2: Facebook Family Bug — On the website, you can see the family member; Using the

API, you cannot see the family member.

and added each user to the other’s family list. When the user tried accessing the members of one

of the test user’s family, the Graph API returned an empty data set. This is exactly the same

behavior as what we observed here. Facebook have confirmed that the bug exists and assigned it

to a developer with medium priority. The second bug report, titled “Some of the friendlists do not

show members from Graph API, why??” [54], reported a similar problem to the previous bug report.

In this bug report, the user had many friend lists, which is a generalization of the family connection.

Upon accessing the data from the Graph API, some of the friend lists return all the members; some

return only a subset of the members. Facebook has responded to this bug report by triaging it with

low priority.

These bug reports and our tool output, taken together, lead us to believe that there is a bug in

the Facebook API, that was recently introduced due to code changes and should not have passed

the regression testing phase. This is an example of under-sharing — less information is public than

it should be. Our tool was able to detect this privacy bug using end-user regression testing.
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======Jul 02 2012 and Jul 06 2012======

feed − Old : 2 , 14 , New: 2 , 15

links - Old: 1, 0, New: 2, 23

posts − Old : 2 , 3 , New: 2 , 5

tagged − Old : 2 , 14 , New: 2 , 15

Listing 4.4: Facebook Links Bug — Output as seen from our tool

4.3.1.4 Facebook Bugs — Links made public

At the start of July, our tool discovered another example of a privacy bug — this time, it was an

example of over-sharing. The output from our tool for one user is shown in Listing 4.4. There was a

lot of data made public about links posted by a user, which is highlighted in red. The interesting

part was that this was not data that was recently added by the user; some of these links were added

back in 2009. This was data that had been on Facebook for a while and not visible to friends of the

users; now, it was visible.

Analyzing the data further, we found that 73 out of 516 users were now sharing a lot more links

than before and that this new data was first visible towards the start of July. Of the 73 users, 57

(i.e., 11.05%) were sharing more than one link, thus indicating that this was not new information

added by the user recently.

To understand the cause behind this over-sharing, we conducted an informal open-ended interview

with one of the users, Keith (name changed for privacy reasons). Excerpts from the interview are

shown next (reproduced with permission from Keith). On being told that he is now sharing 23 links,

which weren’t visible earlier, Keith responded: “whoa [. . . ] ok...... that is weird.” After looking at

the links that were visible, Keith said: “ok, all of these links are valid, but, am surprised you can see

them [. . . ] I, as a developer, opened my account for developer access. it’s the only way possible and

I just thought I was authorizing that one app. they must have their permissions f***ed up [. . . ] it’s

either that, or facebook changed my settings automatically. ” Keith said that he would change his

settings back so that the links would not visible anymore and ended the interview with: “good thing

your app [sic] was able to catch it.”

Keith is currently a student at Columbia University pursuing a Ph.D. in Computer Science.

Given that someone with a technical background didn’t know about his data being public and wasn’t
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completely sure what changed, a non-technical end-user would generally have a much harder time

figuring out changes in privacy settings. This is the main strength of our tool — giving end-users an

easy way for detecting potential privacy breaches. Since this particular bug had not affected all the

users, it seems to indicate that this a Policy Change that is being rolled out gradually by Facebook.

Alternatively, this could be another example of a bug (affecting only some users) in the Facebook

Code or API. Either way, our tool was able to detect this.

4.3.2 Privacy Testing and Twitter

Twitter, as opposed to Facebook, has a completely different model with respect to privacy. While

Facebook has a very fine-grained control model for controlling what’s visible to whom, Twitter has

a very coarse-grained model. Users can choose if their accounts are “protected” or not, with the

account being not protected as the default setting [153]. If the account is not protected, all tweets

are public and can be viewed by anyone. If the account is protected, it can only be viewed by the

followers of that person. There is no mechanism for deciding this on a per-tweet basis, for example.

Regardless of whether the account is protected or not, anyone can still see the number of tweets, the

number of followers, and the number of following for any user.

Thus, the only setting that matters in terms of privacy is whether the account if protected or

not. Our Twitter tool, described below, uses the same social approach for detecting if the privacy

settings change. In addition to this, to show the generalizability of our approach in dealing with

different kinds of social systems, we decided to treat some other user information as “sensitive” —

i.e., if Twitter had more fine-grained controls for these types of information, our approach (and tool)

would still be able to detect changes in privacy settings. A partial list of user fields from the Twitter

User API is shown in Table 4.2. For the purposes of our tool and empirical study, we treated these

as sensitive information as well and inform the user when these change.

4.3.2.1 Prototype Tool

Our prototype tool can detect privacy bugs for Twitter. Similar to the Facebook prototype tool

described in Section 4.3.1.1, it is easily configurable and can fetch any data provided by the Twitter

API. For the purposes of this study, we focused on getting only the partial list of User fields shown
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Field Description

description The user-defined UTF-8 string describing their account.

favourites_count The number of tweets this user has favorited in the account’s lifetime.

followers_count The number of followers this account currently has.

friends_count The number of users this account is following (AKA their “followings”).

geo_enabled When true, indicates that the user has enabled the possibility of geotag-

ging their Tweets.

listed_count The number of public lists that this user is a member of.

protected When true, indicates that this user has chosen to protect their Tweets.

statuses_count The number of tweets (including retweets) issued by the user.

verified When true, indicates that the user has a verified account.

withheld_in_countries When present, indicates a textual representation of the two-letter country

codes this user is withheld from.

withheld_scope When present, indicates whether the content being withheld is the “status”

or a “user.”

Table 4.2: Partial list of Users Fields from the Twitter User API [155]

in Table 4.2. Similar to the Facebook tool, the Twitter tool consists of two components: the Data

Monitor and the Diff Visualizer.

The Data Monitor is implemented as a set of Ruby scripts. It uses the Twitter library [109] to get

data from the Twitter API. The Diff Visualizer, similar the Facebook Diff Visualizer, is also a set of

Ruby scripts that parses each log file and creates a human readable output if there is a diff between

any consecutive runs for a user. The rest of the workings of the Data Monitor are similar to the

Facebook tool described in Section 4.3.1.1. We do not repeat the implementation details of the tools

due to space limitations. The main difference is that this tool focuses on the user fields shown in

Table 4.2; the rest of the implementation is similar. The other difference is that, for Twitter due to

its lack of fine-grained privacy controls, we do not distinguish between Major and Minor Differences.
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========2012−06−19 and 2012−06−19========

friends_count−Old : 2 , 140 , New: 2 , 142

========2012−06−19 and 2012−06−19========

protected-Old: 2, false, New: 2, true

========2012−06−19 and 2012−06−19========

protected-Old: 2, true, New: 2, false

========2012−06−21 and 2012−06−22========

followers_count−Old : 2 , 138 , New: 2 , 137

statuses_count−Old : 2 , 548 , New: 2 , 551

Listing 4.5: Privacy Monitoring of @swapneel — Output as seen from our tool

4.3.2.2 Feasibility

We ran our Twitter prototype tool and collected data for some of the first author’s research colleagues

(n = 10). The data was collected roughly every day for each user for approximately four weeks (from

May 19, 2012 to July 20, 2012).

We also collected data for the first author (@swapneel) and changed the account to protected

(and back to open) and verified if the tool can detect changes in privacy settings. The tool could,

indeed, pick up the changes in privacy settings. The output from the Diff Visualizer (highlighted in

red) in shown in Listing 4.5.

One of the twitter accounts for which the data was collected was the official ICSE twitter account

(@ICSEconf). If we assume that the fields listed in Table 4.2 are sensitive information, our tool can

detect changes in these as well. The partial output from the Diff Visualizer is shown in Listing 4.6.

Recently, a bug was found in Twitter where users who wanted to follow others were “arbitrarily,

randomly, and haphazardly” unfollowed [114]. This “unfollow” bug was acknowledged by the Twitter

team and they said that they were working on a fix. Our tool would have been able to detect this

bug as well as follows: Say I started following two new users today. If the output from the Diff

Visualizer was anything other than two, we know that there is a bug with following someone. The

user could then check which user got unfollowed and follow the user again, if needed.
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========2012−06−19 and 2012−06−20========

statuses_count−Old : 2 , 904 , New: 2 , 906

========2012−06−20 and 2012−06−21========

listed_count−Old : 2 , 67 , New: 2 , 68

statuses_count−Old : 2 , 906 , New: 2 , 910

========2012−06−21 and 2012−06−22========

followers_count−Old : 2 , 877 , New: 2 , 876

statuses_count−Old : 2 , 910 , New: 2 , 912

========2012−06−22 and 2012−06−23========

followers_count−Old : 2 , 876 , New: 2 , 878

statuses_count−Old : 2 , 912 , New: 2 , 913

========2012−06−23 and 2012−06−25========

followers_count−Old : 2 , 878 , New: 2 , 879

========2012−06−25 and 2012−06−26========

followers_count−Old : 2 , 879 , New: 2 , 880

========2012−06−26 and 2012−06−27========

followers_count−Old : 2 , 880 , New: 2 , 882

========2012−06−27 and 2012−06−28========

followers_count−Old : 2 , 882 , New: 2 , 883

========2012−06−28 and 2012−06−29========

followers_count−Old : 2 , 883 , New: 2 , 885

friends_count−Old : 2 , 1015 , New: 2 , 1016

Listing 4.6: Privacy Monitoring of @ICSEConf — Output as seen from our tool

4.4 Discussion

4.4.1 Flexibility

One advantage of this approach for detecting privacy bugs is the flexibility. A user could choose

different sets of friends to monitor different things, if the social system has a fine-grained privacy

model. For example, he could have a friend check the privacy settings of his photos and check-in

locations. He could have someone from his network (such as “New York”) check his music and movies.

He could have a friend of a friend check his feed. He could also create overlapping groups — his

friends should be able to see albums and locations; his network can only see the albums. Thus, he
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could use different sets of friends to verify that the privacy settings indeed are what he expects them

to be and to alert him when they can see more or less than what they saw before.

A user can also choose how often the data is fetched based on how active he is on the social

system, the API rate limits, and personal preferences such as the tradeoff between the load on the

social system’s servers and his privacy needs.

Finally, in terms of implementation, our prototype tools were stand-alone tools that ran off

the command line. Social systems like Facebook and Twitter provide rich ecosystems for apps.

Our approach can be implemented as apps that run on Facebook, for example. Other alternatives

include a browser plugin that automatically runs the regression testing when the user logs into

one of these systems or on a periodic basis (every hour, every day, and so on), a “normal” desktop

application with a GUI, and so on. We used Ruby for our implementations; this was of out choice

and is not a constraint. Any programming language that can access the web can be used. Having a

wrapper library for that programing language does help as it obviates the need to deal with lower

level protocol details. For example, Twitter has a list of libraries for 14 programming languages

ranging from Java, .NET, and Python to Erlang, Scala, and Clojure [154]. There are no inherent

implementation or UI limitations as far as our approach is concerned.

4.4.2 Generalizability

Another advantage of this approach for detecting privacy bugs is the generalizability of the technique.

In general, it can work with any social system regardless of what kinds of privacy controls and

features it has. The previous Section showed how it could work with systems at two extreme ends

of the privacy spectrum: Facebook, with its fine grained settings for choosing who sees what and

Twitter with its coarse grained settings, which is essentially an on/off switch.

Having an API to use makes it much easier to implement a tool for a particular social system.

This, however, is not a limiting factor — if there is no API, the same approach can be combined

with alternatives such as screen or web scraping.

4.4.3 Robustness

Our approach is also very robust — it does not need that the Data Monitor is run every day or that

the Data Monitor successfully fetches data for each user every day (or on every run). In spite of



CHAPTER 4. DETECTING PRIVACY BUGS VIA END-USER REGRESSION TESTING 71

the Facebook API having slow response times [119] and timing out occasionally, which resulted in

our Data Monitor fetching data successfully on average 36 times (out of possibly about 75 times)

for each user in an eleven week time period, our tool still works fine and detects bugs as shown

in the previous Section. The tradeoff with fetching data less often is that we will not be able to

catch transient bugs. For example, if something is made public only for a few minutes and then it is

private again, if our Data Monitor is not active then, we will not be able to detect it.

In contrast to the Facebook API, the Twitter API, in our experience, was much more stable.

Regardless of the stability and reliability of the social system under test, as mentioned above, our

approach can still detect bugs due to its highly flexible nature.

4.4.4 Limitations and Threats to Validity

A limitation of our prototype tools is that we keep track of the number of items in data fetched,

rather than the actual data. For example, in the Facebook tool, for a user, we log that the user had

ten photos rather than what the photos are. We do this for two reasons: (1) to reduce the data that

needs to be stored; and (2) for privacy reasons. Due to this, our tools might miss out on changes

in privacy if a user, for example, deletes one photo and adds one photo, our tool would see this

as no change having occurred. This, however, is a limitation of our prototype tools, and not of our

approach. If an end-user wishes to keep track of the exact data, rather than the number of data

items, our tools can be modified to do that. An added challenge, in this case, would be to find

the semantic similarities between data items, which would be easier in some cases (e.g., checkin

locations, groups) than others (e.g., albums, interests, likes).

An inherent limitation of our approach is the possibility of false negatives, i.e., privacy bugs that

exist in the system that our tool/approach is not able to catch. There might be bugs that have

existed since the first version of the software; if there is no change in the code, our regression testing

approach will not work. There might be privacy bugs that affect only some of the users; if the users

that are currently using our tool are not affected by this bug, we won’t be able to detect it. The

main reason for this is that our approach is intended for end-users and we don’t have access to the

source code of the system under test. From an end-user perspective, it’s hard to detect bugs using

our approach that may not have an external manifestation or change in behavior for our users.
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Finally, coming back to our software engineering research questions, even though R1 is beyond

the scope of this project, we make a couple of observations based on our empirical results. If there

are never any changes in the social software, then R2 and R3 won’t happen, but in a limited indirect

way just trying to use our tool (which will keep saying “no change”) might make users more aware of

privacy settings issues and thus in a very small way help with R1. Now if there are changes, so R2

and/or R3 come into play, then the awareness with respect to R1 would be stronger because users

would then be prompted to go look more closely at the particular settings that were affected and

thus would understand them better and adjust their mental model accordingly.

Statistical Conclusion — Do we have sufficient data to make our claims? For our Facebook

tool, we fetched data for 516 users resulting in almost 18,700 data points. For our Twitter tool, we

fetched data for 10 users resulting in almost 350 data points. The goal of the empirical evaluations

was to find examples of privacy bugs to show the feasibility and utility of our approach, which we

did find as described in Section 4.3.

External Validity — Do our results generalize to other systems? Our prototype tools were

implemented for two different systems: Facebook and Twitter. Our approach is broad and can apply

to any social system as discussed in Sections 4.4.1 and 4.4.2 above.

4.5 Related Work

Many recent studies on online social networks show that there is a (typically, large) discrepancy

between users’ intentions for what their privacy settings should be versus what they actually

are [77,91,94]. For example, Madejski et al. report that, in their study on Facebook, 94% of their

participants (n = 65) were sharing something they intended to hide and 85% were hiding something

that they intended to share. Liu et al. [91] found that Facebook’s users’ privacy settings match their

expectations only 37% of the time. This is R1 mentioned earlier.

In addition to the problem of understanding existing privacy settings, there are two orthogonal

problems. First, there might be software bugs in the implementation of the privacy settings, which

results in over-sharing or under-sharing of information, and as software evolves over time, this might

introduce new bugs. This is R2 mentioned earlier.
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Second, systems like Facebook change their policies on privacy often and these changes in policy

usually end up confusing users even more. Dan Fletcher [56] writes: “In the past, when Facebook

changed its privacy controls, it tended to automatically set users’ preferences to maximum exposure

and then put the onus on us to go in and dial them back. In December, the company set the defaults

for a lot of user information so that everyone — even non-Facebook members — could see such

details as status updates and lists of friends and interests. Many of us scrambled for cover, restricting

who gets to see what on our profile pages.” This is R3 mentioned earlier and these are the main

research problems that we are trying to solve with our approach.

There have been some recent papers on data privacy and software testing. Clause and Orso [33]

propose techniques for the automated anonymization of field data for software testing. They extend

the work done by Castro et al. [32] using novel concepts of path condition relaxation and breakable

input conditions resulting in improving the effectiveness of input anonymization. Taneja et al. [145]

and Grechanik et al. [65] propose using k-anonymity [144] for privacy by selectively anonymizing

certain attributes of a database for software testing. These papers propose novel approaches using

static analysis for selecting which attributes to anonymize so that test coverage remains high. Peters

and Menzies [120] propose an anonymization technique for sensitive data so that it can be used for

cross-company defect prediction. They show that it is possible to make data less sensitive and still

maintain high utility for data mining applications.

Our work is orthogonal to these papers on data anonymization. The problem they address is —

how can one anonymize sensitive information before sharing it with others (e.g., sending it to the

teams or companies that build the software, sharing information for testing purposes, and sharing

data across multiple companies, respectively)? The problem we address is - how can end-users verify

if the software systems they are using are handling privacy correctly? Further, all these papers

are trying to protect the privacy of the data. We, on the other hand, are trying to detect privacy

violations and test if the systems have any privacy bugs.

There has been a lot of work in the field of regression testing mainly towards test case selection

and test case prioritization [72,76,123,172], including a very detailed, and excellent, recent survey by

Yoo and Harman [168] and the references therein. Our work builds on, and differs from, all of the

above in two aspects – our regression testing approach is targeted towards end-users and is targeted

towards finding privacy bugs.
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There has also been some recent work in using taint analysis for detecting security and privacy

violations [46, 133]. These approaches require access to source code for taint analysis. Our approach,

on the other hand, is targeted towards end-users who do not have source code access to the social

systems that they are using. Our social testing approach is similar in some ways to “do you see what

I see,” a technique proposed in the networking community to support distributed fault detection and

diagnosis from the client-side [137], although there the actual end-users are not directly involved,

and is also related to the network security community’s collaborative intrusion detection, e.g., [115],

where the goal is to share data about penetration attempts against different organizations’ enterprise

networks but without inadvertently sharing any private information.

4.6 Conclusion

Privacy in social systems is becoming a major concern. End-users of such systems are finding it

increasingly harder to understand the complex privacy settings. Even if they do understand the

settings, as the software evolves over time, there might be bugs introduced that breach users’ privacy.

There might also be system wide policy changes that could change users’ settings to be more or less

private than before.

We present a novel technique, called Social Testing , that can be used by end-users, as opposed

to software developers building the system, for detecting changes in privacy, i.e., regression testing

for privacy. This technique can broadly apply towards functional and non-functional requirements

for end-users such as privacy, performance, and so on. In this project, we applied our technique

towards detecting privacy bugs from an end-user perspective. Broadly, a user can use his/her friends

to monitor what information is visible in the social systems and to automatically detect when more

or less information is visible, thus indicating a potential privacy concern. We also presented two

prototype tools — one for Facebook ; one for Twitter — that implemented our technique for detecting

privacy bugs. The results of our evaluation show the utility and feasibility of our approach and tools

for detecting privacy bugs. Our Facebook tool discovered that 63.18% of the users had differences in

privacy where they were sharing either more or less information than before.

In particular, we focused on two case studies of bugs that we found and upon interviewing one

user affected by the bug, the user said: ‘[. . . ] am surprised you can see them (new information that
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was recently made visible, which was detected by our tool) [. . . ] good thing your app was able to

catch it” and that he would change his settings back to what they should have been. To the best of

our knowledge, this is the first technique that leverages regression testing for detecting privacy bugs

from an end-user perspective.

Finally, as far as societal computing is concerned, end-user testing of software systems will

become increasingly important. As software systems increase in complexity and scope and there are

limited resources, software systems are (and will continue) being deployed that have bugs in them.

Especially in the context of societal computing and the tradeoffs that exist, these bugs might be

more sensitive and crucial to end-users. This is where our Social Testing approach can come to the

fore. Our approach can be applied to a variety of domains and used by a diverse set of end-users

to continue testing the deployed systems. This would be similar to “perpetual testing” [113]. It

might also help reduce the testing load on central servers and, perhaps, better balance it among the

end-users of these systems.
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Chapter 5

Money for Nothing, Privacy for Free

Privacy has been an important topic for research in recent times and has been studied by many

different communities. In most of these cases though, dealing with privacy typically requires

additional computation and CPU overhead. We feel that with oil reserves running low, global

warming, and the energy crisis balancing privacy and CPU overhead will become an important

concern in the future. We have discovered a technique where it is possible to get privacy “for free”,

i.e., without any extra overhead as far as CPU computation is concerned. We now describe this

project; we call it “Money for Nothing, Privacy for Free.”

5.1 Introduction

In this project, we propose an approach, which we call “Privacy for Free,” targeted towards online

social systems. In particular, we focus on systems that already have access to user data such as

purchase history, movie ratings, music preferences, and friends and groups and that use complex data

mining techniques for providing additional social benefits such as recommendations, top-n statistics,

and so on to their users. In the software engineering community, these are systems like Mylyn [81],

Codebook [19], or others( [57,149]) that have access to user (developer or end-user) interactions with

software artifacts such as code, bug reports, and test cases. The problem we deal with is users who

have intentionally disclosed data on a public system, entering their data via web browsers onto some

website server that is known to make publicly available certain data-mined community knowledge
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gleaned from aggregating that data with other users — but the users don’t want their data to be

personally identifiable from the aggregate.

The main research question we try to answer here is — Is there an approach that can be used

with complex web applications and software systems, that will achieve privacy without spending

any extra resources on computational overhead? We believe it is — our key insight is that we can

achieve privacy as an accidental and beneficial side effect of doing already existing computation.

The already existing computation in our case is weighting user data in a certain way — weighting

recent user data exponentially more than older data to address the problem of “concept drift” [164]

— to increase the relevance of the recommendations or data mining. This weighting is very common

and used in a lot of systems [39,74,84,105]. Recent work in the databases/cs theory communities on

Differential Privacy [43,98] led to our insight that our already existing computation for weighting user

data is very similar to one of the techniques for achieving differential privacy. Intuitively, differential

privacy ensures that a user’s participation (versus not participating) in a database doesn’t affect

his privacy significantly. We provide more detailed information on Differential Privacy in following

subsections. This resulted in the formulation of our hypothesis — if we change the concept drift

computation so it matches the technique for achieving differential privacy (which would be a very

minor and straightforward code change as the two techniques are very similar), would we get privacy

as a beneficial side effect of addressing a completely different problem?

We show that it is indeed possible to get privacy as a beneficial side effect of addressing concept

drift — thus, privacy for free — and this is the main contribution of this project. Our approach can

be used in certain social computing systems and web applications to achieve “privacy for free,” and

we show the feasibility, sustainability, and utility of using this approach to building software systems.

We also contribute to the discussion in the privacy community about how to define privacy and

how to achieve it. Specifically, we suggest a new direction for designing (differentially, or otherwise)

private algorithms and systems motivated by using the beneficial side-effects of doing some already

existing computation.

We now provide some background information on Differential Privacy and Concept Drift.
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5.1.1 Differential Privacy

In the 1970s, when research into statistical databases was popular, Dalenius [38] proposed a

desideratum for statistical database privacy — access to a statistical database should not enable

someone to learn something about an individual that cannot be learned without access to the

database. While such a desideratum would be great for privacy, Dwork et al. [41,43] showed that

this notion of absolute privacy is impossible using a strong mathematical proof. The problem with

the desideratum is the presence of “Auxiliary Information”. Auxiliary Information is similar to, and

a generalization of, the notion of Correlation Privacy mentioned earlier.

Dwork gives a nice example to explain how Auxiliary Information can be a problem when privacy

is concerned — “Suppose one’s exact height were considered a highly sensitive piece of information,

and that revealing the exact height of an individual were a privacy breach. Assume that the database

yields the average heights of women of different nationalities. An adversary who has access to the

statistical database and the auxiliary information “Terry Gross is two inches shorter than the average

Lithuanian woman” learns Terry Gross’ height, while anyone learning only the auxiliary information,

without access to the average heights, learns relatively little.” An interesting observation made by

Dwork is that the above example for breach of privacy holds regardless of whether Terry Gross’

information is part of the database or not.

To combat Auxiliary Information, Dwork proposes a new notion of privacy called Differential

Privacy. Dwork’s paper is a culmination of the work started earlier and described in papers such

as [23, 40, 42]. Intuitively, Differential Privacy guarantees privacy by saying that if an individual

participates in the database, there is no additional loss of privacy (within a small factor) versus

if he had not participated in the database. Formally, Differential Privacy is defined as follows: A

Randomized function K gives ε-differential privacy if for all data sets D1 and D2 differing on at most

one element, and all S ⊆ Range(K),

Pr[K(D1) ∈ S] ≤ exp(ε)× Pr[K(D2) ∈ S] (5.1)

The notion of all data sets D1 and D2 captures the concept of an individual’s information

being present in the database or not. If the above equation holds, it implies that if an individual’s

information is present in the database, the breach of privacy will be almost the same if that
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individual’s information was not present. Differential Privacy is now commonly used in the database,

cryptography, and cs theory communities [24, 41,44,128].

We like the definition of Differential Privacy due to its strong mathematical foundations, which

can allow us to prove/disprove things theoretically. From a software web application developer’s

point of view, they can tell their users — “Look, our system is differentially private. So if you decide

to use our system and give it access to your data, you are not losing any additional privacy (within

a small factor) versus if you did not use our system. In other words, the probability of bad things

happening to you (in terms of privacy) is roughly the same whether you use our system or not.”

5.1.2 Achieving Differential Privacy

Dwork describes a way of achieving differential privacy by adding random noise. In the Terry Gross

height example above, instead of giving the true average, the system would output average±δ, where

δ would be randomly chosen from a mathematical distribution. Thus, the adversary wouldn’t be

able to find out the exact height of Terry Gross. Since then, there have been many papers that have

proposed different mechanisms for achieving differential privacy [24,41,44,128].

A mechanism of note for achieving differential privacy was proposed by McSherry and Talwar [98]

called the “Exponential Mechanism” (EM). The EM algorithm is as follows: Given a set of inputs,

and some scoring function that we are trying to maximize, the algorithm chooses a particular input

to be included in the output with probability proportional to the exponential raised to the score of

the input using a scoring function. Thus, inputs that have a high score from the scoring function

have an exponentially higher probability of being included in the output than those inputs that have

a low score. McSherry and Talwar prove that this EM algorithm is differentially private.

Consider the Terry Gross example from above and let’s assume that the database has historical

data going back 100 years. The average heights of people change over time so giving an average

height over the 100 years is not very useful. If the scoring function we use is to maximize the recency

of data, newer data elements will be chosen with exponentially higher probability that older data

elements to be included in the average. Since we are doing this probabilistically, the exponential

probability weighting ensures that the exact answer is not revealed and that differential privacy is

maintained. This EM algorithm is one of the corner stones of our “Privacy for Free” approach and

we describe how it’s used in the next section.
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5.1.3 Concept Drift

People’s preferences change over time — things that I like doing today may not be things I liked

doing 10 years ago. If data is being mined or recommendations being generated, the age of the data

needs to be accounted for. To address this problem, the notion of Concept Drift was formed [164].

This problem needs to be addressed by any field that deals with data spanning some time frame

(from a few hours to months and years). An example class of systems that need to address the

problem on Concept Drift is Recommender Systems. Many recommender systems use Collaborative

Filtering (CF), i.e., recommending things to an individual by looking at what other users similar to

the individual like [73,105,171]. CF algorithms typically look at the activities of individuals from

the past (movies watched, things bought, etc.) and use this to derive recommendations. However,

people’s preferences change over time. For example, when I am in college and taking a lot of

classes, I might buy a lot of textbooks from Amazon. When I graduate, I may not need textbook

recommendations. This is exactly the kind of problem that Concept Drift tries to address.

Other example classes of systems that need to address this problem are social software systems [19],

systems for collaboration and awareness [163], systems that mine online software repositories [31],

etc. For these kinds of systems, there is a lot of old and recent data available and weighting certain

data differently might be essential.

5.1.4 Addressing Concept Drift

There have been many different solutions proposed to address the problem of Concept Drift [82,85,164].

A particular solution of note is the Exponential Time Decay Algorithm [34] (ETDA, henceforth).

ETDA weights things done recently exponentially higher than things done in the past. It gradually

decays the weight of things done in the past so that things done in the distant past do not affect the

outcome as much as things done recently, thus addressing the problem on Concept Drift.

g(x) = exp(−l × x), for some l > 0 (5.2)

The non-increasing decay function using by ETDA is shown in Equation (5.2). ETDA is very

popular and used by a lot of systems [39,74,84,105]. For the rest of the thesis, we refer to this as

the CD (Concept Drift) algorithm.
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public double getWeightedValue ( ) {

double value = 0 ;

for ( int i =0; i<array . l ength ; i++) {

double weight = Math . exp(− i ) ;

va lue += weight ∗ array [ i ] ;

}

return value ;

}

Listing 5.1: Java code for the CD algorithm

public double getWeightedValue (double ep s i l o n ) {

double value = 0 ;

for ( int i = 0 ; i < array . l ength ; i++) {

double weight = Math . exp(− i ∗ e p s i l o n ) ;

double p r obab i l i t y = Math . random ( ) ;

i f ( p r obab i l i t y < weight ) {

value = array [ i ] ;

return value ;

}

}

return value ;

}

Listing 5.2: Java code for the EM algorithm

Consider the Terry Gross example again and let’s assume that the database has historical data

going back 100 years. As average heights change over time, the CD algorithm will weight newer

data exponentially higher than older data resulting in a weighted average height. This would reflect

the recent trends but also account for older data. The CD algorithm is the another corner stone of

our approach and we build on it more in the next section.
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5.2 Approach — Privacy for Free

The EM algorithm can use a variety of scoring functions — McSherry and Talwar show different

scoring functions for privacy preserving auctions [98]. In such scenarios, the EM and CD algorithms

are not similar. Using the timestamp scoring function is what makes them similar to each other.

The CD algorithm uses exponential weighting over the data while the EM algorithm chooses inputs

with probability proportional to the exponential of the scoring function.

Only if we choose the scoring function for the EM algorithm to be the timestamp of the data,

the two algorithms becomes similar. The CD algorithm is deterministic and weights new data

exponentially higher than older data; the EM algorithm is probabilistic and chooses new data with

an exponentially higher probability than older data.

The Java code for the CD algorithm and the EM algorithm using the timestamp scoring function

are shown in Listings 5.1 and 5.2 respectively. In terms of running time complexity, the CD algorithm

is O(n). For EM (using the timestamps scoring function), the worst case is also O(n). However, as

we use randomization, the expected running time is sublinear — o(n).

This is the crux of this project — if existing systems that already use the CD algorithm modify

the code to use the EM algorithm instead, they would, as an added benefit, get the main advantage

of the EM algorithm — differential privacy. Further, this privacy would not require any extra

computational overhead and thus, we would get privacy for free.

Since these two algorithms are very similar, it would require a very small and straightforward

change to the code to change from the CD algorithm to the EM algorithm. We would need to replace

the CD code with the EM code shown above. This would be a one-time change and could be done by

adding a new library method for EM or done statically via refactoring and could even be automated.

The important requirement for the differential privacy guarantees to hold are that all the data

access must be done via the EM algorithm, which could be implemented as a separate class or be

part of a library or the data model, etc. A standard way to implement this would be to use the

Decorator or Adapter design pattern for data access.
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5.3 Evaluation

Our approach requires implementing (or substituting an existing implementation of the CD algorithm

with) the EM algorithm. To evaluate our approach, we implemented the EM and CD algorithms

and investigated the differences in these. Our goal was to answer the following research questions:

RQ1: Feasibility—Does using our approach guarantee differential privacy?

RQ2: Utility—Does using our approach affect the utility of the system to give meaningful recom-

mendations or mine data?

RQ3: Sustainability—Can our approach be sustainable? Can using our approach result in no

additional computational resources for privacy?

With RQ1, we aim to prove the primary benefit of our approach — guaranteeing privacy. Our

goal is to show that it does indeed guarantee differential privacy making it suitable to be used in a

variety of social systems and web applications.

With RQ2, we explore the utility of using our approach. A “straw man” way to guarantee privacy

for any recommender/data mining system is to give a random answer every time. This would not

require any clever technical solutions, but this would be very bad for the overall utility of the system

— the goal of most such systems is to provide relevant information. There exists a tradeoff between

accuracy and privacy and we explore this here. We aim to show that, using our technique, there is a

small loss in accuracy and that this loss in accuracy scales very well (roughly constant) as the size

of the system increases. Thus, if a small loss in accuracy is acceptable, we can get privacy for free

without spending any additional computational resources.

With RQ3, we aim to show the sustainability benefits of using our approach. We show that using

our approach (and the EM algorithm) requires less CPU time than the equivalent CD algorithm.

Not only do we not need any additional computational resources, we should be able to reduce

computational needs by using our approach.

5.3.1 RQ1 — Feasibility

Our approach requires the use of the EM algorithm for all access to the data. The EM algorithm

that we require is exactly the same as the one proposed by McSherry and Talwar [98]. The algorithm

they propose can work with different scoring functions that weight the data differently — in our
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case, the scoring function we use is the timestamp of the data. Our use of the EM algorithm in our

approach can thus be viewed as an instantiation of the general EM algorithm. McSherry and Talwar

show a theoretical proof for the EM algorithm to be differentially private. We do not repeat the

proof here and we encourage the interested reader to look at the paper (page 5 of [98]). As all data

access happens via the EM algorithm, our approach also guarantees differential privacy.

5.3.2 Methodology — Synthetic Data

For RQ2 and RQ3, we carried out experiments to validate our hypotheses. We use synthetic data for

the first set of experiments. For experiments with real world data, please see Section 5.3.5. We create

an array of size n and randomly fill it with values from 0 to n− 1. Each element has a timestamp

associated with it to simulate user activity — for the purpose of this experiment, we assume that the

timestamp is the array index. A lower array index indicates that the item is newer. Thus, we want

to prefer items with a lower index in the output as these items indicate things that are done recently.

Using the differential privacy EM algorithm [98], we choose the scoring function to be maximized

by returning a value with as low an array index as possible. Thus, we choose elements from the

array with probability based on their array index. We set epsilon = 0.5.

In the experiments, we randomly generate the array and compute the score using the CD and the

EM algorithms. We then plot the RMS and normalized RMS errors between these two algorithms.

The error is the difference in the score returned by the CD and the EM algorithm. The CD algorithm

will give us the “true” score; the EM algorithm (as it tries to preserve privacy) will give us a close

approximation. We discuss the results in the following subsections.

5.3.3 RQ2 — Utility

For the first set of experiments, we varied the size of the array and plotted the RMS and normalized

RMS errors between the CD and EM algorithms. The results are shown in Figure 5.1a. To smooth out

the noise in the experimental results (as CD is a deterministic algorithm while EM is a probabilistic

one), we ran the experiment 1000 times with each array size and took averages. The graph shows us

that as the size of the input array increases, the RMS error increases linearly — this is expected

as with larger array sizes, the entries in the array have correspondingly larger values (due to our
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(a) RMS and NRMS Error vs. Size of data set (b) NRMS Error vs. Number of Trials

Figure 5.1: Utility and error using synthetic data

methodology), resulting in linearly increasing RMS error. Meanwhile, the normalized RMS error is

roughly constant.

This shows us the tradeoff between accuracy and privacy. We observe that in these experiments,

the loss of accuracy is relatively small — the normalized RMS error is less than 0.4. Thus, irrespective

of the data set size, switching to the EM Algorithm (as required by our approach) from the CD

Algorithm will not worsen the accuracy of the algorithm by more than the constant factor, and we

have the added benefit that the EM algorithm also guarantees differential privacy. Whether the loss

of accuracy is acceptable or not (or a worthy price to pay for the free privacy) is subjective and we

deliberately do not enter a philosophical debate here (is accuracy of the system more “important”

than user privacy? who decides this? the user? the web application developers?). Many papers in

the database and theory communities have explored the tradeoffs between privacy and accuracy

(e.g., [23, 40, 97, 98]) — our key point in this section is that yes, there is a loss of accuracy, but

no worse than accepted in [97]. A limitation of our approach is that if this loss of accuracy is not

acceptable for certain systems, our approach will not work.

For our second set of experiments, we varied the number of trials keeping the size of the array

fixed to 1000. As the value computed using the EM algorithm is probabilistic in nature, we carry

out multiple runs (called trials here) and take the average value over all the trials to smooth out the

value. The graph plotting the NRMS error vs. the number of trials is shown in Figure 5.1b. This

graph shows us that as the number of trials increases, the NRMS error reduces. Thus, initially, even

though there may be a bigger error between the CD and EM algorithms, in the long run, the error
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will be small (but not zero, as a zero error would imply returning the accurate answer and thus, not

preserving privacy).

With these set of experiments, we explored the utility of our approach. For an existing system

(that may already use an algorithm similar to the CD one), a one-time change would be required

to add in the EM algorithm and retrofit the system to our approach. This change is relatively

straightforward and could even be automated. Making such a change, albeit results in a small

loss of accuracy, gives the huge benefit of getting privacy for free without spending any additional

computational resources.

5.3.4 RQ3 — Sustainability

For RQ3, we want to show the sustainability of our approach. With the EM algorithm in place,

what we ideally want is that our system does not take any additional computational resources. We

decided to use the CPU processing time to estimate the computational resources needed by the two

algorithms. We instrumented the CD and EM algorithms and measured how long they took in the

first set of experiments in Section 5.3.3 above. The resultant graph is shown in Figure 5.2. The

graph shows us that for all data sizes the EM algorithm took less CPU time than the CD algorithm.

Figure 5.2: Sustainability benefits of replacing the CD algorithm with the EM algorithm

Not only does the EM algorithm not require any additional computational resources, it actually

reduces the existing computation. Thus, changing to our approach will make the software system

even more sustainable.
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5.3.5 RQ2 Redux — Utility using real world data

For the next set of experiments, we evaluated our approach (in particular, RQ2 Utility) using real

world data, viz., the MovieLens dataset [68]. This dataset, provided by the GroupLens research

project, contains numerous data sets from the MovieLens web site, which consist of movie ratings

by a large number of users. These datasets are commonly used in various recommender system

evaluations [45, 58, 69, 80, 117, 173]. For our experiments, we used the “1 Million” data set from

MovieLens data set, which contains 1,000,209 anonymous movie ratings of approximately 3900

movies by 6040 users.

We used Apache Mahout, which is a large open-source machine learning and recommender system

library [10]. We implemented our CD and EM algorithms in Java. We used the Decorator design

pattern for the implementation and this can serve as a guideline for other system designers who

want to integrate the EM algorithm into their own systems with minimal changes. We leveraged the

functionality of Mahout for user-based collaborative filtering as follows: For each user in the data

set, we generated top 10 movie recommendations using various combinations of User Similarity and

User Neighborhoods. User Similarity is used to denote how “similar” two users are and common

metrics for these are Cosine Similarity, Pearson Correlation, Spearman Correlation, and so on. User

Neighborhoods are a key part of user recommender systems as they create “neighborhoods” of similar

users and these are used for generating recommendations. Neighborhoods are typically computed

using metrics such as k-Nearest Neighbors (for different values of k) and Threshold Neighbors (all

users that are above a certain threshold of similarity are considered neighbors.).

For the experimental setup, we used k-Nearest Neighbors (for k = 3 and k = 10). The user

similarity metrics chosen were Pearson and Spearman Correlation. The values of epsilon ε, the

differential privacy parameter, were 0.02, 0.5, 1, and 2. For each combination, we first generated the

“default” recommendations. Next, we generated recommendations using our CD and EM algorithms

by weighting the original data as described in the sections above.

Using the default recommendations, we calculated precision and recall for the 10 recommendations

that were generated for each user. The results are shown in Figure 5.3. The Y-axis for all the graphs

shows precision and recall and the X-axis is epsilon. The graphs show that as epsilon increases, the

precision and recall for each setting of the collaborative filtering algorithms decreases.
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Default Recommendations CD Recommendations EM Recommendations

Shawshank Redemp-

tion, The (1994,

Drama)

Rocky (1976, Action,

Drama)

Stand by Me (1986,

Adventure, Comedy,

Drama)

Dead Poets Society

(1989, Drama)

Saving Private Ryan (1998,

Action, Drama, War)

Dead Poets Society

(1989, Drama)

Stand by Me (1986,

Adventure, Comedy,

Drama)

Shawshank Redemp-

tion, The (1994,

Drama)

Shawshank Redemp-

tion, The (1994,

Drama)

Green Mile, The (1999,

Drama, Thriller)

Odd Couple, The (1968,

Comedy)

Life Is Beautiful (La Vita

e’ bella) (1997, Comedy,

Drama)

Like Water for Choco-

late (Como agua

para chocolate) (1992,

Drama, Romance)

Bridge on the River Kwai,

The (1957, Drama, War)

Like Water for Choco-

late (Como agua

para chocolate) (1992,

Drama, Romance)

Silence of the Lambs,

The (1991, Drama,

Thriller)

Jurassic Park (1993, Ac-

tion, Adventure, Sci-

Fi)

Silence of the Lambs,

The (1991, Drama,

Thriller)

Jurassic Park (1993, Ac-

tion, Adventure, Sci-

Fi)

Exorcist, The (1973, Hor-

ror)

Green Mile, The (1999,

Drama, Thriller)

Alien: Resurrection (1997,

Action, Horror, Sci-Fi)

— To Kill a Mockingbird

(1962, Drama)

Die Hard 2 (1990, Action,

Thriller)

— Shine (1996, Drama, Ro-

mance)

Platoon (1986, Drama,

War)

— Gone with the Wind (1939,

Drama, Romance, War)

Table 5.1: Comparison of top-k recommendations using the three techniques (default, CD, EM) for

a typical user. We used Pearson Correlation and k-Nearest Neighbor for k = 3. The movies in bold

are the ones recommended in more than one technique.



CHAPTER 5. MONEY FOR NOTHING, PRIVACY FOR FREE 89

Table 5.1 shows an example of the qualitative difference between the recommendation algorithms.

For this experiment, we chose ε = 0.02, Pearson Correlation and k = 3 using k-Nearest Neighbor.

We show the top-10 movie recommendations for a typical user. The movies highlighted in bold are

the ones that are in common for at least 2 of the recommendation algorithms. Note that the CD

algorithm only generated seven recommendations for this user. The results show us that there is

some overlap between the default algorithm and CD algorithm; on the other hand, there is a lot of

overlap between the default algorithm and the EM algorithm. As shown in the quantitative results

above, the amount of overlap for the EM algorithm can be configured based on the differential

privacy parameter ε.

There are two implications for system designers from our experimental results. First, if they

really like the recommendation results from the CD algorithm, they can choose an epsilon of their

choice and get the same precision and recall as before. Other metrics in recommendation algorithms

might be important, but that is beyond the scope of this work. System designers could create an

experimental study similar the one in this section and use it as a benchmark. Second, the different

privacy parameter epsilon gives system designers a lot of flexibility for fine-tuning their individual

systems. There is a tradeoff between accuracy and privacy and epsilon can be chosen based on

various stakeholder interests.

5.3.6 Threats to Validity

The notion of Differential Privacy may not relate to the user-centric view of Privacy as users might

think it “strange” that the system assumes that bad things can happen anyway — the guarantee it

gives is just regarding whether the user data is part of the system or not. While that is true, we feel

that differential privacy has many compelling arguments in its favor — the biggest, for us, is not

having to decide what data is sensitive and what is not. The differential privacy algorithms treat all

data as sensitive making it easier not to leak data by accident. One would, therefore, not have to

deal with the subjective nature of deciding what’s sensitive. We also feel that the guarantee might

actually make it even more compelling for the user. From their point of view — “participating is not

going to make my privacy any significantly worse.. so I might as well participate.”

Finally, this work doesn’t help in scenarios of non-temporal data access. We used the IMDB/Net-

flix examples earlier to make the general problem familiar to the reader; we address a special case of
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the problem where timestamps are available. In the differential privacy area, it’s proven that for

any method that has any utility, there exists side information that will break privacy on individual

records. With differential privacy approaches such as the EM algorithm, the guarantees that exist

for each individual are that participating in the database will not add to the risks that are already

there. Finally, in the scenario of non-temporal data access, the use of the concept drift would not be

applicable either.

5.4 Related Work

Privacy has become an increasingly important topic for the community at large. A lot of different

research communities are looking at the impact of privacy and techniques for improving privacy

for users. Some examples of these communities are sociologists, computer scientists, HCI, etc. We

discuss some of the relevant related work next.

Fang and LeFevre [55] proposed an automated technique for configuring a user’s privacy settings

in online social networking sites. Paul et al. [118] present using a color coding scheme for making

privacy settings more usable. Squicciarini, Shehab, and Paci [142] propose a game-theoretic approach

for collaborative sharing and control of images in a social network. Toubiana et al. [148] present a

system that automatically applies users’ privacy settings for photo tagging. All these papers propose

new techniques that are targeted to making privacy settings “better” (i.e., more usable, more visible)

from a user’s perspective. Our approach, on the other hand, targets the internal algorithms such as

recommendations used by these systems.

There have been some recent papers on data privacy and software testing. Clause and Orso [33]

propose techniques for the automated anonymization of field data for software testing. They extend

the work done by Castro et al. [32] using novel concepts of path condition relaxation and breakable

input conditions resulting in improving the effectiveness of input anonymization. Our work is

orthogonal to the papers on input anonymization. The problem they address is — how can users

anonymize sensitive information before sending it to the teams or companies that build the software?

The problem we address is — how can systems that already have access to user data (such as purchase

history, movie preferences, and so on) be engineered so that they don’t leak sensitive information

while doing data mining on the data? Further, the aim of our approach is to provide privacy “for
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free,” i.e., without spending extra computational resources on privacy. The input anonymization

approaches require spending extra computation (between 2.5 minutes to 9 minutes) as they address a

different problem. We believe that the our approach can be combined with the input anonymization

approach if needed. If users are worried about developers at the company finding out sensitive

information, input anonymization is essential. If, however, they are worried about accidental data

leakage through the data mining of their information, using the “Privacy for Free” approach may be

more suitable. This would also make the software system more sustainable as we don’t spend any

computation doing the anonymization of the inputs.

Taneja et al. [145] and Grechanik et al. [65] propose using k-anonymity [144] for privacy by

selectively anonymizing certain attributes of a database for software testing. Their papers propose

novel approaches using static analysis for selecting which attributes to anonymize so that test

coverage remains high. Similar to above, our approach is orthogonal as we focus on an approach that

will prevent accidental leakage of sensitive information via data mining or similar techniques. Further,

these approaches using k-anonymity also require significant additional computational resources and

thus, may not be sustainable when energy resources are scarce.

The testing problem above is concerned with internal data that users keep on their own computers

and do not want to disclose outside their own computer (or put into a server and the testing is on

that server software, but the data was understood to be specific to that user and never aggregated

with other users). The problem we deal with instead is users who have intentionally disclosed data

on a public system, entering their data via web browsers onto some website server that is known to

make publicly available certain data-mined community knowledge gleaned from aggregating that

data with other users — but the users don’t want their data to be personally identifiable from the

aggregate.

Finally, work on input anonymization and k-anonymization both focus on software testing whereas

our approach focuses on an approach for building privacy preserving systems or re-engineering existing

software systems with minimal code changes (since only the parts affected need to be changed) with

a specific goal — to make privacy sustainable and not require additional resources.

There has also been a lot of work related to data anonymization and building accurate data

models for statistical use (e.g., [5,49,88,121,159]). These techniques aim to preserve certain properties

of the data (e.g., statistical properties like average) so they can be useful in data mining while
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trying to preserve privacy of individual records. Similar to these, there are has also been work on

anonymizing social networks [21] and anonymizing user profiles for personalized web search [175].

The broad approaches include aggregating data to a higher level of granularity or adding noise

and random perturbations. As we are interested in sustainable ways of achieving privacy, these

approaches are not applicable as they typically require (a lot of) extra computational effort.

While there has been a lot of interest (and research) in data anonymization, we would like

to reiterate that only data anonymization might not be enough. Narayanan and Shmatikov [107]

demonstrate a relatively straightforward way of breaking the anonymity of data. They show how

it is possible to correlate public IMDb data with private anonymized Netflix movie rating data

resulting in the potential identification of the anonymized individuals. Backstrom et al. [12] also

describe a series of attacks for de-anonymizing social networks that have been anonymized to be

made available to the public. They describe two categories of attacks — active attacks where an evil

adversary targets an arbitrary set of users and passive attacks where existing users try to discover

their location in the network and thereby cause de-anonymization. Their results show that, with

high probability and modest computational requirements, de-anonymization is possible for a real

world social network (in their case, LiveJournal [26]). Finally, Zheleva and Getoor [174] show it’s

possible to infer private profiles of users on social networks based on their groups and friends.

5.5 Discussion

The crux of this project, and the novel idea, is that it is possible to combine two existing approaches

to increase the degree of privacy in social computing systems, under certain conditions. This poses

an interesting open problem — Are there other algorithms that we currently use for solving some

problem that also accidentally provide privacy or some other added benefit?

A lot of research in the theory and cryptography community on differential privacy has focused

on Mechanism Design [24, 41, 44, 128]. Mechanism design is the process of coming up with new

mechanisms that are differentially private and solve certain problems in domains such as machine

learning and statistics. The previous sections hint at an interesting avenue of future research —

Mechanism Discovery. We discovered how the CD algorithm as a side effect may provide differential

privacy for free. It might be fruitful to look at currently used algorithms in varying domains and
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see if they too, as a side effect, provide differential privacy. This might lead to the discovery of

generalized mechanisms for differential privacy that can be used in other domains, which have not

yet been proposed or discovered by theory and cryptography researchers. Mechanism discovery

might act as a great complement to the Mechanism Design research.

In order for mechanism discovery to be successful, a greater emphasis must be placed on

multidisciplinary research. Even though there is some research in recommender system privacy

[20,136], most of the papers do not use a formal and precise definition of privacy. Our community

could benefit a lot from the precise and formal use of differential privacy. Similarly, most of the

theory and cryptography community may not be aware of the privacy research done by our, or other,

communities. There might be a lot of interesting discoveries of mechanisms suitable for differential

privacy. The only way any of this can be achieved is by a greater emphasis on multidisciplinary

research using areas such as systems, theory, cryptography, web, and databases.

5.6 Conclusion

As social computing systems that collect users’ data proliferate, privacy has and will continue to

become a major concern for the society at large. The main research question that we wanted to

answer is — Is there an approach that can be used with a certain web applications and software

systems, that will achieve privacy without spending any extra resources on computational overhead?

Our “Privacy for Free” approach can achieve privacy as an accidental and beneficial side effect of

addressing concept drift. The results of our evaluations show the feasibility, utility, and in particular,

the sustainability of our approach as it does not require any additional computational resources to

guarantee privacy.

Finally, as far as societal computing is concerned, this project shines a new light on addressing

many tradeoffs in different domains. We saw how it was possible to get privacy as a beneficial

side-effect of doing some already existing computation. Discovering such side-effects in other systems

might help reduce the strain on some of the tradeoffs. However, such discovery relies heavily

on multidisciplinary research. Since a lot of time and research effort is currently being spent

on mechanism design (as described in the section above), we advocate an increased emphasis of

mechanism discovery, i.e., looking at other domains and verifying if those approaches can help here
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as well. Further, our approach of combining two known techniques can also serve as a blueprint for

future tradeoffs in societal computing.
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(a) Pearson Correlation and k=3 (b) Pearson Correlation and k=10

(c) Spearman Correlation and k=3 (d) Spearman Correlation and k=10

Figure 5.3: Utility of the CD and EM algorithms using real world data

The Y-axis for all the graphs show precision and recall.
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Chapter 6

Introduction to Societal Computing

In the previous chapter, we saw how it was possible to get added privacy without adversely affecting

CPU computation time. This, however, is just one example of a tradeoff that we might have to

make going forwards. There are other “grand challenges” facing society right now and in the near

future [29, 108]. Many of these challenges will involve building complex software systems as part of

addressing these challenges. They will likely involve many tradeoffs, which need to be taken into

account especially as far as software engineering is concerned. In this chapter, we generalize some of

these tradeoffs from earlier and call it “Societal Computing”. We also describe how this thesis can

help with addressing some of these tradeoffs by reusing various parts of it and applying it to other

domains.

Today’s college students do not remember when social recommendations, such as those provided

by Amazon, Netflix, Last.fm, and StumbleUpon, were not commonplace. The rise of Web 2.0

and social networking has popularized social computing as a research area. Established research

communities such as Human Factors [158], Computer Supported Cooperative Work, and Software

Engineering have fostered emerging topics such as Recommender Systems [61,89,170] and Social

Software Engineering [19,70,105,130,131]. However, social computing is primarily concerned with

achieving individual benefits from community participation, and not so much with addressing the

societal downsides – in particular that those individual benefits may come at community expense or

even the longer-term expense of the individual.

We present a novel problem – or perhaps a novel way of looking at known problems – that

we believe has not yet been explored by the community. Thus we propose and define “Societal
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Computing,” a new research area for computer scientists in general and software engineering and

programming language communities (SE/PL, hereafter) in particular, concerned with the impact

of computational tradeoffs on societal issues. Societal Computing research will focus on aspects of

computer science that address significant issues and concerns facing the society as a whole such as

Privacy, Climate Change, Green Computing, Sustainability, and Cultural Differences. In particular,

Societal Computing research will focus on the research challenges that arise due to the tradeoffs

among these areas. An example of such a tradeoff could be a complex software system that needs

to comply with varying laws in different regions or countries. While complying with such laws is

important for the society as it might safeguard the interests of individuals, doing so might require

investing considerable computer resources through the entire software lifecycle, which might not be

a good idea when Green Computing is concerned. As complying with laws would be mandatory,

the option should not be to ignore the law but perhaps to lobby to change the law, by making

regulators aware of the green computing implications, or perhaps choose not offer this software (or

maybe just turn off the affected features) in locales that retain the expensive laws. Most of these are

legal/business decisions and not an SE/PL concern, but the SE/PL community can make it easier

to orthogonalize features (and thus make simple to turn off without breaking everything else) whose

compliance with local laws might be expensive.

Such tradeoffs can affect the entire software lifecycle, from conceptualization and development

to deployment and operation. Many Societal Computing issues stem from recent trends in social

computing, and possibly may even be solved by drawing on social computing models, such as the

wisdom of crowds, collaborative filtering and so on; but many of the concerns are orthogonal and

could possibly be addressed by novel approaches grounded in the SE/PL communities. We feel

that the SE/PL community has a special role to play as it provides the substrate - the languages,

compilers, design techniques, architectures, testing approaches, etc. on which all software systems

are founded.

We describe our motivation in the next section and briefly outline some initial Societal Computing

topics in the following sections. We then highlight a few research challenges posed by tensions

between prospective technologies targeting these subareas.
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6.1 Motivation

Anthony Kronman in his book “Education’s End: Why Our Colleges and Universities Have Given

Up on the Meaning of Life” opines that graduate programs at universities have become increasingly

specialized. He argues that initially universities were much more broader in their scope and increasing

emphasis on the research ideal has resulted in them becoming very specialized. He says: “Graduate

students learn to restrict their attention to a single segment of human knowledge and to accept their

incompetence to assess, or even understand, the work of specialists in other areas. [. . . ] They are

taught to understand that only by accepting the limits of specialization can they ever hope to make

an “original contribution” to the ever-growing body of scholarship in which the fruits on research are

contained.” [86]

Figure 6.1: Number of Publication Venues in the ACM Digital Library from 1951 to 2010

In the field of Computer Science as well, this increasing specialization is evident by the increasing

number of publication venues that exist now and by how this number has changed over the years. A

good indicator of the number of publication venues is the number of proceedings (for conferences

and workshops) that are available in the ACM Digital Library [2]. This is shown in Figure 6.1. We

see an exponential increase in the number of the publication venues in the last ten years. As the

number of publication venues has increased, it has resulted in specialization of Computer Science

into subareas and sub-subareas.
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While this research specialization is important and has resulted in our increased understanding of

the field, it has also made our scopes very narrow. Our problem is an inverse to that of being a “jack

of all trades and a master of none.” Researchers have become experts in their specialized subareas

(and sub-subareas) on Computer Science while being relatively unaware of the other subareas. Due

to this narrowing of scope, researchers are not very aware of the advances made in the other subareas

and in particular, the tradeoffs that might exist between them. Advanced research and progress

made in one research subarea may have a negative effect on some other research subarea. This

notion of tradeoffs is analogous to the concept of Pareto Efficiency [116] in Economics, which deals

with the distribution of goods among a set of individuals in society. Pareto Efficiency refers to the

state of distribution where it’s not possible to make an individual “better off” without making some

other individual “worse off.” Not being in a Pareto Efficient state would imply that it is possible

to optimize both (or multiple) areas; being in a Pareto Efficient state would imply that it is not

possible to optimize one area without affecting the other one. In our case of Societal Computing,

identifying such a state will be an important research challenge and this identification may not be

possible without a detailed understanding of the different areas that we’re trying to optimize.

We feel that such tradeoffs exist in many different areas and that a broadening of research scope

is necessary to effectively address them. We need to take a much more holistic view of research.

We describe some subareas of Societal Computing and the tradeoffs among them in the following

sections.

6.2 Societal Computing Topics

In this section, we describe some research areas relevant to Societal Computing and we will highlight

the tradeoffs among these areas in Section 6.3.

6.2.1 Privacy

Privacy in the context of social computing systems has become a major concern for the society at large.

A search for the pair of terms “facebook” and “privacy” gives nearly two billion hits on popular search

engines. Recent feature enhancements and policy changes in social networking and recommender

applications – as well as their increasingly common use – have exacerbated this issue [25, 56, 78, 176].
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With many online systems that range from providing purchasing recommendations to suggesting

plausible friends, as well as media attention (e.g., the AOL anonymity-breaking incident reported by

the New York Times [14]), both users and non-users of the systems (e.g., friends, family, co-workers,

etc. mentioned or photographed by users) are growing more and more concerned about their personal

privacy [135].

Social computing systems, when treated in combination, have created a threat that we call

“Correlation Privacy.” Narayanan and Shmatikov [107] demonstrated a relatively straightforward

method to breach privacy and identify individuals by correlating anonymized Netflix movie rating

data with public IMDb data. A similar approach could potentially be applied to any combination of

such data-gathering systems, so how to safeguard again these “attacks” may be a fruitful research

direction. This is analogous to earlier work addressing queries on census data but, at that time,

there were relatively few prospective attackers [4, 17]. There has been some initial work towards

retaining privacy while still benefiting from recommendation systems (e.g., [20,136]). There have

also been other approaches such as k-anonymity [144], differential privacy [43], and applications of

differential privacy to different domains [124,129].

A related challenge is to make the existence of privacy threats more understandable to ordinary

users who do not have a technical background and/or in cases where it’s not very clear how users’

information might be employed by the system, particularly germane for systems that provide APIs

making it easier (than screen scraping) for third parties to utilize that information (e.g., [11, 50, 87]).

There has been some recent work (e.g., [79, 139]) towards this end. One interesting option might be

to make privacy more quantifiable, perhaps by introducing a notion of “Gullibility Factor” for privacy

settings, say ranging from 0 to 1 with 1 being the least private. For example, we could say that

the default settings for Facebook have a Gullibility Factor of 0.5, whereas for Twitter it’s 0.2 (we

made up these numbers). A simple scoring scheme might steer away fearful users, while encouraging

the merely puzzled to consult one of the numerous “how to” guide articles on privacy settings from

sources such as the New York Times [126] and the BBC [125].

While research efforts in this area have been promising, there is a lot of scope for further research.

Researchers will need to be aware, in particular, of the tradeoff of Privacy with other Societal

Computing topics and we elaborate on this in Section 6.3.
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6.2.2 Cultural Differences

Different regions and cultures around the world vary in their notions and perceptions on what is

acceptable and what shouldn’t be allowed. An increasingly important area of Societal Computing

will be building systems that can adapt automatically to different regions and cultures.

One important cultural difference we highlight here is Legal Challenges. Legal issues present

additional research challenges for a wide range of software systems beyond just social computing

applications. For example, privacy-related laws vary tremendously from country to country, e.g.,

consider Germany compared to the United States. Systems such as Facebook and Google Street

View, which have been accepted by the government and individuals in the US, are facing many

obstacles in Germany [135]. After the Second World War, Germany has legislated very strict privacy

laws to prevent the government from persecuting its citizens. It is illegal in Germany to publish

names or images of private individuals (including felons) without their permission [110]. Before

allowing Google’s Street View service, German data protection agencies asked Google to audit the

information collected by their street view mapping cars. During the audit, they discovered that the

cars were collecting personal information such as emails and phone numbers from unsecured wifi

networks [15].

One intriguing example open research problem would consider the implications of regulation

diversity on software. To deal with different cultures and customs, we would require novel modular-

ization mechanisms beyond those employed for software localizations of keyboard, written language,

the customs of different geographical regions, etc. We call this “Regulatory Localization.” We feel

that multidisciplinary research with other areas of Computer Science such as natural language

processing would be highly beneficial.

Another example of a cultural difference is censorship. Different regions believe different things

should be censored. For certain topics there is almost universal agreement on censorship (e.g., child

pornography [156]); some others are more debatable (e.g., political or government secrets [134], web

search results [22,157], marijuana [66]). What’s acceptable would depend a lot on the region and

cultural preconceptions in place. As we build software systems that have users all over the world, we

would need novel techniques for dealing with such issues. This also relates to the current debate on

Net Neutrality [167]. If, for example, we know that certain states/regions are not being net neutral,

would we design, develop, test, or operate our software systems differently?
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A recent paper [60] also discusses how local laws can affect software engineering. Those authors

focus on intellectual property laws and licensing, warranty and liability, and transborder data flows,

and propose “lawful software engineering” research directions concerned with coping with the wide

variety of legal constraints during software development and deployment. While that work falls

within the scope of our proposal, we are primarily concerned with the potential interactions with

other aspects of Societal Computing.

6.2.3 Green Computing

Green Computing (or Green IT) is “the study and practice of designing, manufacturing, using,

and disposing of computers, servers, and associated subsystems [...] efficiently and effectively with

minimal or no impact on the environment” [106]. With our oil reserves projected to exhaust in less

than fifty years [160], and renewable energy sources still providing only a small fraction [47], Green

Computing here and now is becoming more and more important and, indeed, vital to our children

and grandchildren.

Investigating how to build greener software systems from an SE/PL perspective, in addition to the

complementary algorithmic efficiency and systems perspective such as resource allocation, platform

virtualization, and power management pursued by other computer science subdisciplines [100] will

be important. Aspects of green computing that are concerned about hardware, recycling, and so on

are beyond the scope of this thesis; we focus specifically on software related challenges. For instance,

say we could quantify complex software systems’ behavior in terms of energy expended. There has

been some initial research in this area such as [165], which tries to quantify the carbon footprint of a

Google Search. Then we could investigate ways to make this quantification more modular, devise

software architectures and design patterns intended to give developers and end-users more control

over energy use, and invent testing methods that check for energy violations. And, further, rethink

testing in general, perhaps pushing more testing into the field (“perpetual testing” [113]), to reduce

pre-deployment energy consumption and, perhaps, better spread the burden across energy sources.

If we could make this quantification more modular (perhaps to the level of individual functionality

provided by large systems), we could then provide easy means for operators and end-users to disable

unneeded modules, which may play a critical role in Green Computing, to reduce energy consumption

on server farms, desktops, and the increasingly abundant mobile platforms. As a simple example,
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a system like Netflix could inform each user that it would save X amount of energy to disable

automated recommendations and only enable them when and if really needed (note that user altruism

is a very different kind of model than charging extra for certain functionality [111]). But quantifying

which user-visible functionality saves how much energy may not be easy, particularly when systems

are built by integrating components.

Our Societal Computing initiative envisions investigating the tradeoffs of Green Computing with

the other areas and we highlight these tradeoffs in the following section.

6.3 Societal Computing Tradeoffs

While there is a lot of potential for novel research in these individual areas of Societal Computing,

in this thesis we focus on the tradeoffs between these different areas and the research challenges that

arise out of these tensions. A central discussion point is to consider the problem of how software

methodologies and technologies aimed at reducing societal costs in one area can sometimes raise

societal costs for another. For example, there may be clever ways to engineer social computing and

other applications to protect privacy or enforce regulations that inherently consume vast CPU cycles

and other resources, which could be considered “anti-green.” We need a holistic view.

6.3.1 Privacy vs. Green Computing

Say we have developed an awesome new social computing system S whose privacy-preservation

properties may be suspect. One possible approach would be to try correlating S with other popular

social systems, such as Netflix, IMDb, Facebook, Amazon, etc., to determine whether privacy can

indeed be breached and to what degree (e.g., are potentially all users at risk, only those who use

a specific other social system, or only a small fraction of the latter with unique information). We

might do this prior to public use of S, e.g., using an internal test team and/or informed beta testers

(who might invent phony identities). Such an experiment could give us an estimate of the likely

privacy breaches, and possibly point towards steps that could be taken to safeguard against them.

However, straightforward mechanisms that poke or data-mine for potential breaches would likely

require substantial computational resources; while this kind of testing may be a good idea where

Correlation Privacy is concerned, it may not be so good for Green Computing. And it also does
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not address correlation against future social computing systems or unexpected uses of our system.

So instead we could wait until S has been populated by the general public and then periodically

correlate a sampling, which might require fewer resources and/or better distribute the resource

burden, as well as draw on other new social systems as they are launched. But by then any privacy

threats could be actual rather than hypothetical, and consequent protective measures too late. What

design and testing techniques can we devise to balance privacy with green computing, particularly in

a context where subsystems might be developed by different organizations? Broadening of research

scope will be important to be able to effectively address these concerns.

6.3.2 Privacy vs. Cultural Differences

As countries are increasingly trying to pass new privacy laws [16, 99] and companies are being taken

to court and getting fined for privacy violations [36, 102], legal issues dealing with privacy will

become even more complex. We believe that as countries mandate new requirements for privacy,

there will be an important tradeoff between these laws and privacy issues. Say we have an awesome

new system S that has users in different parts of the world. As each country might have (slightly)

different privacy laws, our system would need to comply with all the different regulations. Imagine a

user Fred who is a US citizen. We would need to comply with US regulations in this case and Fred

would have set his privacy settings as needed. Now if Fred decides to travel to another country (say,

Germany) for business or a conference, we might also need to comply with the German regulations

for privacy. In addition, we might also need to comply with the EU regulations, which may or may

not be the same as the German regulations. Having to comply with all these different regulations

will only end up making privacy threats and settings harder to understand for users and might also

result in less usable systems. Note that such conflicts and confusions needn’t arise due to travel

to different countries, but might also exist due to the different city, state, and federal rules. What

techniques can we use to make privacy and privacy settings more understandable to ordinary users

when we need to also comply with complex legal regulations? An understanding of the different

research areas involved will be crucial to address the various research challenges that we face.
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6.3.3 Green Computing vs. Green Computing

There is also an interesting (and recursive) tradeoff of Green Computing with itself. As part of the

development of greener software systems, we may need to invest substantial computer resources. For

example, social recommendation systems tend to rely on expensive data-mining, but developing a

greener recommendation system that is kinder to the environment could also be quite expensive. In

the worst case, the amount of resources spent on building such green systems may far outweigh the

energy benefits of replacing their less-green counterparts with these new systems, a classic example

of being “penny wise, pound foolish.” How can we efficiently analyze this in advance of expending

those resources?

6.4 Related Work

Social Computing has become increasingly popular in recent times. It aims to leverage community

knowledge and participation to improve individual interactions. The rise of Web 2.0 and social

networking has popularized social computing as a research area. Applications of social computing

have ranged from recommender systems in various domains [61, 105, 131, 170] to programming

languages for social computing and crowd sourcing platforms [6]. A recent article by Scekic, Truong,

and Dustdar [132] tries to analyze the behavior and economic incentives of crowds in large social

systems. All these papers focus on leveraging the crowd to help with a specific goal. With societal

computing, on the other hand, our goal is to help address the tradeoffs and longer-term problems for

society at large.

In the field of software engineering, social software engineering has gained increasing traction.

Social software engineering focuses on leveraging the “socialness of software" [93] to improve the

software engineering process. There has been a lot of work that integrates social aspects into the

daily software engineering lifecycle [19,70,130,158]. There have been many studies that have tried to

aid software developers by increasing awareness of what others in the team are doing [57, 81, 89, 149].

These papers have largely focused on improving the software engineering experience for the software

developers. On the other hand, our target audience is the entire society at large and not specifically

software developers.
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A recent paper by German, Webber, and Di Penta [60] focuses on IP laws and how laws affect

software engineering. While this falls within the scope of societal computing, our focus is on the

tradeoffs and interactions with other domains.

6.5 How can other research contribute?

A common theme in these tradeoffs is finding the right balance between the different areas of Societal

Computing. If we haven’t reached the Pareto Efficient state yet, it might be possible to optimize

different areas simultaneously. Once we reach the Pareto Efficient state, trying to improve one

of these areas might have an adverse effect of some other area. An important concern and a big

research challenge will be trying to identify such a state - would this be pair-wise for the different

subareas? would this be multi-variable across all possible areas? We believe that this will require

a detailed understanding of the various Societal Computing areas. What to do once we reach the

Pareto Efficient state gives us further food for thought. One approach to consider, even though it

might be considered an anathema to all technological advances, is to spend more human time to

reduce reliance on non-renewable resources. Most technology (since the dawn of time) has been

designed to make humans more productive and to reduce the burden of work for humans. However,

as resources start becoming scarce, humans may need to take on more of this burden. This might

imply a greater reliance on design or code review instead of execution testing. We would then need

to figure out how we could do reviews across different systems, e.g., to manually find Correlation

Privacy problems. We might also encourage human policing of privacy violations and/or time spent

in end-user training to reduce the Gullibility Factor rather than automated ways for detecting these.

One argument towards Societal Computing might be that many different communities - such

as operating systems and networks - need to look at these problems as well. We agree that multi-

disciplinary research is crucial and we feel that the SE/PL community needs to expand its scope

towards more multidisciplinary research efforts. As the rest of the CS community usually ends up

writing software to implement their research ideas and put them into practice, we have the special

(and perhaps enviable?) role of cutting across the various domains as we provide the underlying

platform — i.e., languages, compilers, development techniques, etc. — for implementation for most

systems. Naturally it behooves us to come up with ways of dealing with Societal Computing concerns.
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We could make available means such as design patterns, architectural metaphors, better tools, APIs,

smarter compilers, better testing techniques, and new programming languages to deal with some of

these concerns. We can help the other communities make an easier decision when it comes to the

tradeoffs. We can also address how to implement these balanced systems. We feel that a broadening

of research scope is very important and necessary to address the research challenges and in particular,

the tradeoffs among the different areas of Societal Computing. Finding the right balance among the

tradeoffs in these different research areas will be crucial.

6.6 How can this thesis contribute?

As far as this thesis is concerned, there are many parts of it that can aid in addressing some of

these tradeoffs. In Chapter 2, we describe a large online survey of privacy requirements. The

survey instrument, which is provided in Appendix A, can be reused and extended for future studies.

Our results can also serve as a benchmark for comparing the data. This can help build a body of

knowledge and provide guidelines such as best practices. Further, depending on the domain, our

survey and experimental design can serve as a blueprint and template for designing newer surveys

and studies. These studies could aim to gather requirements from users on what their concerns are

for topic X and the best techniques for mitigating these concerns.

In Chapters 3 and 4, we used crowdsourcing to design new tools that would make privacy better

for end-users from two points of view: designing friendlier, easy to understand tools for privacy

settings and using software testing for detecting privacy bugs. Similar systems can be designed

that use crowdsourcing to address other user concerns for topics of Societal Computing. In general,

designing user friendly systems will be key to make users better aware of the tradeoffs. To verify how

good these newer systems are, our study design (described in Appendix B) can serve as a template.

Whenever software systems are built for addressing topics of Societal Computing, these systems

would need to be tested. In addition to the traditional software testing techniques, our crowdsourced

technique could also be used. This could be done by end-users after the software is deployed, thus

being similar to perpetual testing [113].

In Chapter 5, we described an approach for getting privacy without any additional computational

overhead. Our approach used the accidental side-effect of doing some already existing computation
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in many systems. We would not have discovered this had it not been for multidisciplinary research

that we were conducting at that time. Thus, we feel that collaborations with people in other domains

will become increasingly crucial for making these kinds of discoveries. From a more technical point of

view, more emphasis should be placed on Mechanism Discovery (in addition to the already existing

Mechanism Design). A lot of focus is spent on coming up with new algorithms or solutions for a

certain problem; perhaps in many cases, existing algorithms in other domains might help address

some open problems and help with some of the tradeoffs. Our approach of combining two known

techniques can serve as a template for future tradeoffs in Societal Computing.
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Chapter 7

Conclusions

Privacy in computing systems has become very important in recent years. However, there is very

little evidence and empirical results about what exactly are the user concerns and how to mitigate

them. In particular, in the software engineering community, there have been no systematic studies

for privacy requirements and there has been very little work on software testing for privacy.

In this thesis, the first project focused on gathering privacy requirements using a large online

survey. The goal was to explore privacy requirements for users and developers in online systems

such as Amazon and Facebook. Our study gave us key insights into the differences between users

and software developers and between people from North America, Europe, and Asia. These insights

and guidelines can help create a framework on privacy requirements for software developers when

designing and building such software systems.

One of the key insights from the user study showed that, as far as users are concerned, more

transparency and providing details on how data is used is as effective as more “technical” solutions

(such as anonymization) for mitigating privacy concerns. The second part of the thesis used this

insight to create and evaluate a new technique for improving users’ understanding of how their

data is shared on social networks like Facebook. Our approach used crowdsourcing to provide users

a means of comparison of what they share versus other subsets of users such as their friends or

colleagues. A majority of the participants, after trying out our crowdsourcing tool for privacy, said

that they would prefer such a tool over the current settings available in Facebook.

An added benefit of our crowdsourcing tool was that it can help detect privacy bugs from a

software testing perspective. Our tool detects inconsistencies between what is viewable on the
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website versus via the API, and system-wide policy changes on making certain information public or

private. For the third part of the thesis, we demonstrated how and what kinds of bugs it can detect

and showed some real-world examples of bugs found in Facebook.

Recent work on privacy shows that trying to address privacy concerns typically results in a large

system overhead in terms of CPU computation time. For the fourth part of the thesis, we describe

a technique to mitigate privacy concerns without incurring any CPU overhead. We were able to

leverage the similarity between two algorithms to provide privacy as an accidental side-effect of doing

some already existing computation. Thus, we did not need to spend any additional CPU resources

for privacy.

Finally, we generalized this notion of tradeoffs as many such tradeoffs occur when building large

complex software systems. We call this “Societal Computing”, a new research area that is concerned

with the impact of computational tradeoffs on societal issues such as privacy, green computing,

climate change, cultural differences, and sustainability. We described how the results and artifacts

from all our projects on privacy can be applied and reused for exploring the tradeoffs in other areas

of Societal Computing.
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Appendix A

Privacy Requirements User Study

The four versions of the survey used for the user study are shown next.

A.1 Version for Software Developers (English)
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A.2 Version for Software Developers (German)
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A.3 Version for Users (English)
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A.4 Version for Users (German)
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Appendix B

Crowdsourcing Privacy Settings User

Study

B.1 Crowdsourcing Online Survey



Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns
Survey is part of a research project at the

Programming Systems Lab at Columbia University
concentrating on learning more about how users of
social networks value privacy, and the tools they
prefer for controlling and viewing privacy settings.

The survey has been approved by the Internal
Review Board (AAAL7123) beginning 05/16/2013.

 Next >> Exit and clear survey
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0% 100%

 Yes  Unsure  No

 Yes  Unsure  No

Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

Privacy Background

* Have you ever modified the privacy settings for a social network in which you participate?

* How often do you check your privacy setting for the social networks in which you
participate? 

 Once a month or more

 Every few months

 Every six months

 Every year

 Never

* Do you mind that some social networks keep databases of your activity history (profiles
visited, search history)? 

Have you ever

 Deleted a cookie

 Installed an app on a social network

 Uninstalled an app on a social network

 Cleared browser history

 Cleared browser cache

Resume later  << Previous   Next >> Exit and clear survey
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0% 100%

 Yes  Unsure  No

Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

How would users change current privacy controls

* Would you be willing to allow a greater government oversight of private online content
protection? This could be, for example, in the form of government legislations limiting in which
way or what content can be shared to third parties.

* Would you like to have a tool available for customizing your privacy settings that:

 Yes Unsure No

Is based on
responses to a
short survey?

For example:

Your settings will
be inferred from
your responses
to a few
questions.

“Crowd sourced”
your privacy
settings?

For example:

All your privacy
settings would be
changed to match
those of a specific
group or
individual of your
choice.

Gave you three
preset options to
choose from? This
would be similar
to an easy ​-
medium ​ hard
selection in a
video game.

For example:

Option A: ​ All
users to access
your social
network content.
Option B: ​ Only
social network
users with whom
you are friends
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can access your
content.
Option C: ​ Your
social network
content is not
shared. 

Resume later  << Previous   Next >> Exit and clear survey
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0% 100%

 Yes  Unsure  No

 Yes  Unsure  No

 Yes  Unsure  No

Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

Value of Privacy

* Adding privacy controls may require the servers of social networks to consume more 
electricity and increase greenhouse gas emissions. Are you willing to exchange online 
privacy for reduced greenhouse gas emissions?

* If so, which services and features would you be willing to discontinue?

 Individual photo sharing

 Friends of friends visibility

 Geotagging

 Search availability (Other people can find you on the social network)

 Messaging

 Lists or groups

 Other: 

* Would you be willing to pay a fee to prevent the information you put online from being 
shared with people you don’t know?

* If so, how much would you be willing to pay in a year?

 $1 - $10

 $10 - $100

 More than $100

* Would you be willing to give up certain services or features in exchange for privacy?

* If so, which services and features would you be willing to discontinue?

 Photo sharing
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 Seeing friends of friends

 Geotagging

 Search availability (Other people can find you on the social network)

 Messaging

 Lists or groups

 Other: 

* What is the result of 5+2?

 5

 9

 7

 6

 3

Resume later  << Previous   Next >> Exit and clear survey
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0% 100%

 Facebook

 foursquare

 Google+

 LinkedIn

 Meetup

 Myspace

 Orkut

 Pinterest

 Twitter

 Other: 

Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

Demographics

Which social networks do you have an account with? 

How frequently do you access your social networks from the following locations? 

 From
home

From
work

From
school

From a
public

terminal
(public
library,
internet

cafe,
etc.)

Other

Daily

Weekly

Monthly

Less than once a month

Never

Not applicable

No answer

Would you agree or disagree that you are concerned about online privacy?

 Strongly agree

 Moderately agree

 Neutral

 Moderately disagree

 Strongly disagree

 No answer

*  Have you ever felt as though your online privacy was violated? 

APPENDIX B. CROWDSOURCING PRIVACY SETTINGS USER STUDY 173



 Yes  Unsure  No

 Yes  Sometimes  No  No answer

Gender

 Male

 Female

 Other: 

 No answer

Age group 

 18 - 25 years

 26 - 35 years

 36 - 45 years

 46 - 55 years

 56 - 65 years

 66 years or older

 No answer

Ethnicity

 American Indian or Alaskan Native

 Asian

 Black or African American

 Hispanic/Latino

 White

 Other: 

 No answer

In what country do you currently reside?

Please mark the option "Yes".

What is your current annual household income?

 Under $10,000
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 $10,000 - $19,999

 $20,000 - $29,999

 $30,000 - $39,999

 $40,000 - $49,999

 $50,000 - $74,999

 $75,000 - $99,999

 $100,000 - $149,999

 Over $150,000

 No answer

Highest degree of education?

 Grammar School

 High school or equivalent

 Vocational or Technical school (2 year)

 Some college

 Bachelor’s degree

 Master’s degree

 Doctoral degree

 Professional degree (JD, MD, etc.)

 Other: 

 No answer

Resume later  << Previous   Next >> Exit and clear survey
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0% 100%

Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

Contact Information

* Would you like to participate in a follow-up interview?

 Yes  No

* Please enter your contact information:

Name:

e-mail:

Telephone Number:

Resume later  << Previous  Submit Exit and clear survey

APPENDIX B. CROWDSOURCING PRIVACY SETTINGS USER STUDY 176



APPENDIX B. CROWDSOURCING PRIVACY SETTINGS USER STUDY 177

B.2 Crowdsourcing Follow-up Survey



Follow-up Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns
Survey is part of a research project at the

Programming Systems Lab at Columbia University
concentrating on learning more about how users of
social networks value privacy, and the tools they
prefer for controlling and viewing privacy settings.

The survey has been approved by the Internal
Review Board (AAAL7123) beginning 05/16/2013.

 Next >> Exit and clear survey
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0% 100%

 Yes  No or I am not in the presence of a researcher

 Yes  Not sure  No

 Yes  No

Follow-up Social Networks and Online Privacy Concerns Survey

The Social Networks and Online Privacy Concerns Survey

Follow-Up Interview

* May we scan your Facebook account profile to perform a privacy analysis? 

If yes, you will be asked to accept a friend request from a Facebook account used by researchers.  This will allow
researchers to run a tool that will analyze your Facebook privacy settings.

* On a scale of 1 to 5, 1 being the least understanding, and 5 being the most understanding,
how well do you understand how to customize your privacy settings?

 1  2  3  4  5

* On a scale of 1 to 5, 1 being no understanding and 5 being the most understanding, how
well do you understand what you are and are not sharing (current privacy settings)?

 1  2  3  4  5

How long does it take you to change the privacy setting of "Contact Settings: Website" from
the current setting to another option such as "Only Me"? 

 seconds

* How would you rate the difficulty of changing the "Contact Settings: Website" setting?
Scale from 1 for the easiest and 5 for the hardest.

 1  2  3  4  5

* Are there features of Facebook (or similar services) that you would be willing to give up in
exchange for increased privacy, for example PhotoSharing, Direct Messaging, Liking, etc?
Choose one of the following answers

* Did you know that by using some services such as Facebook users can search for
information about you wether or not it's from your profile, for example fotos you've been
tagged in, places other people have checked in with you, etc?
Choose one of the following answers
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 Yes  No

 Yes  Not sure  No

 Strongly disagree

 Moderately disagree

 Neutral

 Moderately agree

 Strongly agree

Please enter your comment here:

* If so, does this raise privacy concerns?
Choose one of the following answers

* If Facebook, or other similar services, were completley open (no privacy), meaning any
user could see your entire profile (Photos, Likes, Pokes, Inbox, etc), would you continue to
use the service?

* Would you agree or disagree that the privacy settings detected by our tool reflected what
you thought your privacy settings were?

* On a scale of 1 to 5, 1 being completely unsuitable and 5 being completely suitable, how
would you rate the following privacy controls?

 1 2 3 4 5

Three
option

system
(easy,

medium,
hard)

Crowd
Sourcing

(other
user's

settings)

Short
survey

(personality
test)

Current
settings

(For
Facebook
platform)

* On a scale of 1 to 5, 1 being the least useful and 5 being the most useful, how useful would
you consider a tool to visualize you privacy settings?

 1  2  3  4  5
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* Would you use such a tool?

 Yes  No

* How often would you like for the tool to scan your profile?

 Once every hour

 Once every day

 Once every week

 Once every month

* How often would you like to receive notifications about your current privacy settings?

 Once a day

 Once a week

 Once a month

 Every time there is a change in the privacy settings

* How would you like the application to be presented?

 Facebook app

 Built in

 Email service

 Stand alone appication

 Browser plugin

 Other: 

Resume later  << Previous  Submit Exit and clear survey
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